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Streszczenie

Tematyka rozdziatu jest projektowanie regulacji dla sztucznej inteligencji (Al). Za cel
postawiono przedstawienie wnioskéw z analizy poréwnawczej ram prawnych dla Al
w tym dyferencji miedzy rezimami prawnymi, w ramach r6znych podejs¢, przyjetych
przez wybrane panstwa, oraz udzielenie odpowiedzi na pytanie, czy mozliwe jest wska-
zanie optymalnego rozwigzania prawnego. Badanie obejmuje aktywnos¢ legislacyjng
przy zastosowaniu réznych narzedzi regulacyjnych w wybranych panstwach, ktérych
selekcja zostata podporzadkowana ukazaniu réznych perspektyw w regulowaniu Al
W opracowaniu zostata przedstawiona perspektywa nauk prawnych przy zastosowa-
niu studiéw teoretycznych, metod dogmatyczno-prawnej i prawno-poréwnawcze;j.
W dyskursie zostaty wykorzystane pozycje literatury naukowej, dokumenty strategicz-
ne, uchwalone akty normatywne, zbiory rekomendacji i wytycznych, a takze raporty
i opracowania przedstawicieli biznesu.
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Wprowadzenie

Wzrost zainteresowania podmiotéw publicznych innowacjami na rynku i popu-
larnosci rozwigzan technologicznych, wprowadzanych w sferze prywatnej, wzmocnit
pilng potrzebe wprowadzenia przez regulatora zmian ich otoczenia prawnego. Nadga-
zanie za transformacja cyfrowa i ciggtym postepem technologicznym to niezbedny
element nowoczesnego procesu stanowienia prawa. Pojawia si¢ potrzeba ponowne-
go spojrzenia na role panstwa jako regulatora we wspétczesnym Swiecie oraz rewizja
tradycyjnych paradygmatoéw i podejs¢ w tworzeniu ram prawnych. Regulacje ex post
w dobie wzmozonego rozwoju nowych technologii szybciej ulegaja przedawnieniu,
pozostawiajac czesto martwe przepisy nieznajdujgce zastosowania, dodatkowo bezre-
fleksyjne namnazanie aktéw prawnych stanowi wylgcznie bariere dla dynamicznego
rynku innowacji. Interwencjonizm legislatora powinien zosta¢ ograniczony do sytu-
acji, w ktorych obowiazujace prawo i samoregulacja rzeczonego obszaru okazujg sie
niewystarczajgce dla zapewnienia prawidlowego funkcjonowania rynku [Flisak, 2019,
s. 197]. Zmienno$¢ i wielowymiarowo$¢ nowych technologii, a przy tym czestokro¢
brak wiedzy specjalistycznej regulatoréw sprawiaja, ze praca kreowania przepiséw
prawnych jest procesem ciggltym, wymagajacym dostosowania narzedzi regulacyj-
nych, ktére skuteczniej i na dtuzszy czas zagwarantujg pewnos¢ prawa.

Tworzac regulacje, legislator zasadniczo dazy do przyjecia rozwigzan wykorzystu-
jacych potencjat nowych technologii przy zagwarantowaniu ochrony nadrzednych
intereséw, fundamentalnych praw, warto$ciizasad demokratycznych. Inng bariere sta-
nowig przenikanie sie i interferencja dziedzin w ramach obszaru nowych technologii,
co czestokro¢ rodzi potrzebe odmiennego uwarunkowania ich otoczenia prawnego
[Chatubinska-Jentkiewicz, 2019, s. 54]. Ta interdyscyplinarno$¢ wigze si¢ z szerokim
spektrum przedmiotu tej wzglednie nowej gatezi prawa, w sktad ktérego wchodza
ochrona danych osobowych, prawo wtasnosci intelektualnej, ochrona konkuren-

cji i konsumentéw oraz inne obszary zalezne od platformy zastosowania innowacji.

11.1. Tworzenie otoczenia prawnego dla Al

Sztuczng inteligencje, zgodnie z definicjg OECD, nalezy rozumie¢ jako ,system
oparty na maszynie, ktéry moze, dla danego zestawu celéw zdefiniowanych przez czlo-
wieka, tworzy¢ prognozy, zalecenia lub podejmowac decyzje wptywajace na srodowi-
skarzeczywiste lub wirtualne. Systemy Al s zaprojektowane do dziatania na r6znych
poziomach autonomii” [OECD, 2022]. Trudnosci z kreowaniem ram prawnych dla Al
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wigzg sie z ustalaniem zakresu regulacji, technika legislacyjng, narzedziem regula-
cyjnym, a takze podmiotem regulujacym. Istotng przeszkoda jest czestokro¢ niska
elastyczno$¢ prawa, objawiajaca sie szczegdlnie jako brak odpornosci na ich ,,zesta-
rzenie si¢” w obliczu przysztych zmian w innowacjach i szybki postep technologiczny
[Ard, Crootof, 2024, s. 34]. Narzedzia z obszaru twardego prawa moga nie wytrzymacé
proby czasu, podczas gdy miekkie kodeksy zasadniczo automatycznie dostosuja sie
do rynku. Coraz wieksza popularnoscig cieszg si¢ piaskownice regulacyjne, w ramach
eksperymentalnego podejscia do prawa, przeznaczone do testowania nowych roz-
wigzan technologicznych w bezpiecznych warunkach i przy derogacji czesci przepi-
s6w prawa. Wielowymiarowos¢, zmiennos¢, ciggly rozwoj i samouczenie si¢ maszyny
wymagaja od prawodawcy elastycznego podejscia przy jednoczesnym ustanowie-
niu chociazby minimalnych fundamentéw prawno-regulacyjnych [Dziedzic, 2022,
s.350]. Pojawienie si¢ tej przelomowej innowacji i jej etapowa absorpcja przez rynek
narzucita na ustawodawce podjecie dziatan w celu zagwarantowania ochrony praw
jego uczestnikéw i zniwelowania ryzyka materializacji negatywnych skutkéw. Trwa-
o$¢ ustanowionego porzadku prawnego ugruntowanego na wartosciach powinna
zosta¢ zachowana, a wszelkie konflikty zwigzane z wyzwaniami technologicznymi
zazegnane przez panstwo [Weber, 2021, s. 55] Tym samym prawodawca jako gwarant
stabilno$ci powinien podja¢ adekwatne dzialania na podtozu prawno-regulacyjnym.

W ostatnich latach krajowi i ponadnarodowi prawodawcy uznali, ze rynek sztucz-
nej inteligencji osiggnat dojrzatos¢ na tyle, ze zamknigcie obszaréw wykorzystania
Al'wramy prawne stato si¢ kwestig wymagajaca aktywnosci regulacyjnej. Zasadniczo
regulator dokonuje wyboru pomiedzy trzema ré6znymi $ciezkami. Pierwsze pode;j-
Scie polega na wykorzystaniu rozumowania per analogiam i wyktadni rozszerzajacej
do objecia tych nowosci obowigzujacymi, neutralnymi pod wzgledem technologicz-
nym, ramami prawnymi [Ard, Crootof, 2024, s. 29]. Kolejne rozwigzanie koncentru-
je sie wokot tworzenia nowego rezimu, czesto o charakterze ex ante dla innowacji,
ktoérych jeszcze nie zaaplikowano na rynku. Ostatnia Sciezka jest domeng nadzoru.
Instytucje ograniczajg swoje dziatania w zakresie otoczenia prawno-regulacyjnego do
kwestii udzielania zezwolen, licencji i rejestracji, wprowadzonych do obrotu nowo-
czesnych rozwigzan, i ich dostawcédw. Przyjmujac inng perspektywe, czes¢ systemow
prawnych podazyto droga twardego prawa, projektujac i wdrazajac akt normatywny
orandze ustawowej, czy jako akt wykonawczy (administracyjny) regulujacy narzedzia
wykorzystujgce Al. Odmienne podejScie polega na zastosowaniu mechanizmoéw soft
law, takich jak kodeksy postepowania, wytyczne i rekomendacje, czesto przy wspar-
ciu dziatan rzadowych w postaci polityk, strategii i odgérnych ram [Chan, Papyshev,
Yarime, 2022, s. 2].
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11.2. Sztuczna inteligencja w obszarze zainteresowania prawodawcow

Wiele systemo6w prawnych podjeto dziatania, ktére mozna okresli¢ jako ,wczesny
etap” tworzenia ram prawnych dla Al. Zasadniczo rozpoczyna si¢ od poSwiecenia przez
prawodawce szczegb6lnej uwagi rozwigzaniom prawnym w obszarze przetwarzania
danych, ktérych jakosc¢ i bezpieczenstwo stanowig fundament dla realizacji godnej
zaufania Al [Harasimiuk, Braun, 2021, s. 74]. Dane sg najistotniejszym elementem Al
ina nich opiera sie caty proces algorytmicznego przetwarzania, niezaleznie od stop-
nia zaawansowania systemu [Nowakowski, 2023, s. 46]. Nie zaskakuje wiec fakt, iz
wpierw musiaty zostaé postawione solidne fundamenty pod data governance. Uchwa-
lone w UE rozporzadzenie o ochronie danych osobowych (RODO) stato si¢ inspiracja
dla aktualizacji i unowoczesnienia tych ram w réznych krajowych systemach praw-
nych. Wptyw wskazanej regulacji stanowi przyktad wystepowania tzw. efektu bruksel-
skiego (Brussels effect). Zjawisko to polega na transponowaniu reziméw prawnych UE
do pozaunijnych systemoéw prawnych poprzez mechanizm rynkowy i zaadaptowanie
ich jako standardow [Liiin., 2023, s.23]. W kontekscie przedmiotowej problematyki
szczeg6lng uwage poSwiecono kwestii oparcia decyzji wytacznie na zautomatyzowa-
nym przetwarzaniu danych i profilowaniu, co zostato uregulowane w art. 22 RODO.

Impulsem dla intensyfikacji dziatann w ramach tworzenia otoczenia prawno-regu-
lacyjnego dla Al na skale miedzynarodowa bylo opracowanie przez grupe ekspertow,
anastepnie przyjecie 22 maja 2019 r. przez Rade OECD zbioru rekomendacji w zakresie
etycznej i godnej zaufania Al. Mimo niewigzacego charakteru dokument przez kolej-
ne lata petniti petni nadal role powszechnie akceptowalnego wzorca dla standardéw
rozwoju sztucznej inteligencji [Lim, 2022, s. 93]. Wytyczne zawieraja rekomendacje
dotyczace opracowywania krajowej polityki i opierajg sie na zasadach: zréwnowa-
zonego rozwoju, uczciwosci, skoncentrowania na cztowieku, przejrzystosci, wyja-
$nialnosci, solidnosci, ochrony i bezpieczenstwa czy rozliczalno$ci [OECD, 2022]. Ten
przelomowy dokument nieznacznie wyprzedzita grupa ekspertéw powotana przez
Komisje Europejska w czerwcu 2018 1. Zespdt opracowat i przedstawil na szczeblu UE
wytyczne w zakresie etyki, dotyczace godnej zaufania sztucznej inteligencji, czyli zgod-
nej z prawem, etycznej i solidnej. Na pierwszy plan wysunieto zasady poszanowania
autonomii cztowieka, prewencji negatywnych skutkéw, sprawiedliwosci i wyjasnial-
nosci [Grupa Ekspertow Wysokiego Szczebla do spraw Sztucznej Inteligencji, 2019].

Rozbudowane zalecenia dla swoich cztonkdw, dotyczace etycznego obszaru stoso-
wania narzedzi Al, uchwalito UNESCO podczas 41. sesji Konferencji Generalnej w listo-
padzie 2021 r. Poza wskazaniem wartosci i zasad wyznaczajacych ramy prawne dla

Al'w rekomendacjach mozna odnalez¢ odwotania do obszardw, takich jak edukacja,
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nauka, kultura, komunikacja oraz do problematyki réwnosci pici, ochrony srodowi-
ska i ekosystemo6w [UNESCO, 2021].

Omawiane dokumenty charakteryzuja sie do$¢ szczatkowa dyskusja na temat
przysztych ram prawnych, skupiajac sie w swoim przekazie na podkresleniu wagi
aspektu etycznego [Mantelero, 2022, s. 47]. Etyczno$¢, przejrzystosé oraz zgodnos¢é
z prawem i wartoSciami powinny by¢, zgodnie z tymi wytycznymi, wpisane w kazdy
etap cyklu zycia systemoéw sztucznej inteligencji. Zbiory wytycznych skoncentrowane
na cztowieku, godnej zaufania i odpowiedzialnej Al niejednokrotnie inkorporowa-
no do krajowych porzadkéw prawnych. Wielokrotnie odwotujg sie¢ do nich rzadowe
strategie wyznaczajace podejscia i kierunki w zakresie budowania otoczenia praw-
no-regulacyjnego dla Al, w tym przygotowania podatnego i bezpiecznego gruntu
dla zastosowan tej technologii na rynku i w r6znych obszarach aktywnosci panstwa.

11.3. Podejscie holistyczne oparte na analizie ryzyka

W podejsciu holistycznym wysitki regulacyjne sa skoncentrowane na opracowa-
niu ram prawnych, stanowigcych kompleksowe ujecie problemu miejsca sztucznej
inteligencji w systemie prawa. Niejednokrotnie aktywnos¢ ustawodawcy obejmuje
nowelizacje obowigzujacych regulacji, szczegdlnie w zakresie cyfryzacji, cyberbez-
pieczenstwa i ochrony danych, tym samym rozpraszajac przepisy dotyczace Al wr6z-
nych aktach normatywnych. Czesto legislator wybiera pewien obszar, sektor, kluczowy
obszar badz narzedzie Al wymagajace jego interwencji. Do wzglednej rzadkosci nale-
zy catosciowe ujecie zastosowania Al w ramach jednego miedzysektorowego aktu
prawnego, obejmujacego wszystkie mozliwe obszary zastosowania tych systemoéw.

Zasadniczo wyksztalcily si¢ dwa odrebne podejScia w opracowaniu regulacji
sztucznej inteligencji, przy czym mozna dodatkowo wyr6zni¢ stanowisko miesza-
ne. Pierwsze sprowadza sie do ujecia przepiséw prawnych dotyczacych Al w oparciu
na analizie ryzyka. Punktem centralnym regulacji jest cztowiek i wptyw, jaki sztuczna
inteligencja moze na niego wywieraé. Najwazniejszymi reprezentantami tego nurtu
jest Unia Europejska i Kanada, w ktorych wysitki legislacyjne skupiono na opracowa-
niu miedzysektorowego i kompletnego aktu prawnego o randze ustawowej. Drugie
podejscie ma na celu potozenie fundamentéw prawnych sprzyjajacych innowacjom
i rozwojowi rynku. Przyktadami systeméw prawnych najbardziej odpowiadajacych
tym zalozeniom dysponuja Stany Zjednoczone i Chiny.

Unia Europejska, podejmujac si¢ wyzwania zaprojektowania regulacji harmoni-
zujacej zasady wykorzystywania systeméw Al, postawila sobie za cel realizacje idei
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godnej zaufania sztucznej inteligencji, zgodnie z ktérg na pierwszym miejscu stawia
sie czlowieka i ochrone jego praw na czele z godnoscig ludzka (podejscie antropo-
centryczne) [Flisak, 2024]. To gtéwne zalozenie przyjeto jako baze w unijnej strategii
w zakresie sztucznej inteligencji, a nastepnie w komunikacie Komisji Europejskiej
z 8 kwietnia 20191. i biatej ksiedze , Europejskie podejscie do doskonatosci i zaufa-
nia”. W unijnym podejsciu postuzono si¢ koncepcja ethics by design, zgodnie z ktéra
aspekt etyczny uwzgledniany jest juz na etapie projektowania rezimu prawnego
[Harasimiuk, Braun, 2021, s. 54]. Rezultatem kilkuletnich prac byt projekt rozporza-
dzenia, ktéry mial na celu pogodzi¢ dazenia do budowania konkurencyjnego jedno-
litego rynku i realizacji koncepcji godnej zaufania Al przy jednoczesnym osiagnieciu
réwnowagi pomiedzy innowacyjnoscig a ochrong uczestnikéw obrotu gospodarcze-
go [Keller, Pereira, Pires, 2024, s. 428].

Akt w sprawie sztucznej inteligencji stanowi zbiér miedzysektorowych przepisow,
harmonizujacych zasady wykorzystywania systeméw Al, zgodnie z podej$ciem opartym
na analizie ryzyka. Systemy o niedozwolonym poziomie ryzyka, np. stuzace scoringu
spotecznemu czy manipulacji podprogowych (Motyw 291 31), zebrano w katalog zaka-
zanych praktyk i zastosowan, zas w przypadku tych o niskim stopniu ryzyka za wystar-
czajace uznano spetnienie wymogu przejrzystosci (Motyw 26). Systemy Al wysokiego
ryzyka, klasyfikowane na podstawie ich potencjalnej szkodliwo$ci dla praw podstawo-
wych (Motyw 48), moga zosta¢ dopuszczone na rynek i oddane do uzytku po spetnie-
niu przez dostawcoéw szeregu obowigzkéw, od oceny ex ante zgodnoSci z przepisami
unijnymi, po zarzadzanie ryzykiem w catym cyklu jego zycia.

Organy unijne w tworzeniu rezimu prawnego Al postuzyly sie rozporzadzeniem,
czyli aktem normatywnym, zaktadajacym bezpoSrednie stosowanie w panstwach
czlonkowskich. Sama regulacja przewiduje biezagce monitorowanie i powierzenie
krajowym organom nadzorczym sprawowania kontroli nad wdrazaniem zunifi-
kowanych przepiséw zgodnie z ustalonym harmonogramem, a takze uznaniowg
implementacje miekkich zasad, w postaci kodekséw postepowania czy samoregu-
lacji rynkowych.

Analogiczne podejscie oparte na analizie ryzyka odzwierciedla propozycja Artifi-
cial Intelligence and Data Act, stanowigca trzecig cze$¢ projektu C-27, procedowang
w kanadyjskim parlamencie. Celem regulacji jest harmonizacja wymogoéw dla pro-
jektowania, rozwoju i uzytkowania systemoéw Al oraz wprowadzenie katalogu prak-
tyk zakazanych ze wzgledu na ich potencjalne negatywne i zarazem istotne skutki
dla osé6b fizycznych i ich intereséw [AIDA, 2023, art. 4]. W przeciwienstwie do wcze-
S$niejszych inicjatyw na poziomie federalnym, skupionych wokét rozwoju badan,
innowacji i samego rynku Al, punkt koncentracji projektu regulacji zostat potozony
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na mitygacji ryzyka i minimalizacji potencjalnych szkdd, zwigzanych z zastosowa-
niem tych systemoéw [CLC, 2023, s. 2]. W AIDA odpowiednikiem systemu wysokiego
ryzyka z unijnego rozporzadzenia jest ,hight-impact Al system”, czyli system o znacza-
cym wplywie. Samej definicji tych systeméw nie odnajdziemy w projekcie, a jedynie
odwotanie do przysztych rozporzadzen, ktérych uchwalenie powierzono guberna-
torowi w radzie (Governor in Council, GIC) [AIDA, 2023, art. 36]. Zasadniczo dele-
gowanie zadan w zakresie uregulowania czy doprecyzowania dotyczy do$¢ szerokiej
grupy termin6éw i obowigzkéw wskazanych w AIDA. Sam zakres obowigzywania zasad
wykorzystywania narzedzi Al obejmuje wylacznie sektor prywatny. Na poziomie fede-
ralnym zastosowaniu podlega dyrektywa w sprawie zautomatyzowanego podejmo-
wania decyzji (Directive on Automated Decision-Making) z 2019 1. oraz szereg narzedzi
i instrumentéw opublikowanych przez instytucje federalne [Attard-Frost i in., 2024,
s. 7]. Opracowanie kompleksowej i miedzysektorowej regulacji dla sztucznej inteli-
gencji wigze si¢ z szeregiem wyzwan na poziomie prawnym. Jako pierwsza bariere
nalezy wymieni¢ podzial kompetencji. Prawo w obszarze konkurencji powierzono
organom federalnym, ochrony konsumentéw - instytucjom prowincjonalnym, za$
dziedzina ochrony danych, prywatnosci i praw czlowieka wymaga wspoétpracy obu
sektorow administracji publicznej [Martin-Bariteau, Scassa, 2021, s. 9]. Wypracowa-
nie kompromisu utrudnia takze konieczno$¢ ingerencji w domene dotychczas przy-
nalezng do réznych agencji i departamentéw wykorzystujacych narzedzia typu soft
law [Martin-Bariteau, Scassa, 2021, s. 9].

Analizujac historie aktywnosci legislacyjnej w obszarze Al w Brazylii, nie w spo-
s6b nie zauwazy¢ licznych projektéw aktéw normatywnych, ich modyfikacji i kon-
solidacji w kolejne propozycje ram prawnych. Pierwszym projektem, ktory spotkat
sie z najwiekszym zainteresowaniem interesariuszy i jednoczesnie krytyka, byt pro-
jekt 21/2020, oparty na zasadach godnej zaufania Al i zaktadajacy wymog przejrzy-
sto$ci w stosowaniu i projektowaniu rozwigzan Al [Belli, Curzi, Gaspar, 2023, s. 9].
Minimalistyczna i do$¢ ogélnikowa propozycja odzwierciedlata interesy korpora-
¢ji i miala stanowi¢ podatny grunt dla rozwoju zdigitalizowanego rynku przy zni-
komym odniesieniu si¢ do ochrony praw podstawowych [Keller, Magalhaes, 2023,
s. 189-190]. Przedmiotem aktualnych dyskusji w brazylijskim parlamencie jest pro-
jekt 2338/2023, ktoéry czerpie garsciami z unijnego wzorca. W projekcie przyjeto
podejscie oparte na analizie ryzyka, uzalezniajgc wymagane standardy i zakres obo-
wigzkoéw od stopnia ryzyka zwigzanego z danym systemem Al oraz koncentrujac sie
na ochronie praw i intereséw os6b dotknietych efektami dziatania sztucznej inteli-
gencji [Frazao, 2024, s. 56].
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11.4. Podejscie rynkowe w ustawodawstwie w obszarze Al

Reprezentantem drugiego podejscia w obszarze twardego prawa, ukierunkowane-
go na budowanie konkurencyjnego rynku Al sg Chiny. Liczacy si¢ gracze na chinskim
rynku technologii to duze przedsi¢biorstwa, ktérych zadaniem jest rozwéj poszcze-
goblnych obszaréw Al przy wsparciu rzagdowym [Roberts, Cowls, Morley, Taddeo, Wang,
Floridi, 2021, s. 61]. Paistwo przy uzyciu narzedzi regulacyjnych i administracyjnych
przygotowuje podatny grunt pod ekspansje tych firm przy jednoczesnym kontrolo-
waniu dziatait monopolistycznych i utrzymywaniu porzadku spotecznego [Filipova,
2024,s.55]. Nadrzednym celem rzadu jest objecie pozycji lidera w budowaniu innowa-
cyjnego rynku dla Al. Przedmiot zainteresowania Chin stanowi problematyka wptywu
nowych technologii na spoteczenstwo jako catos¢, zas troska o indywidualne interesy
i ochrone jednostek, ktéra jest silnie widoczna w unijnym modelu, ma tu niewielkie
znaczenie [Rolf, 2023, s. 5]. Chiny jako pierwsze wdrozyty ramy prawne dla wybra-
nych obszaréw zastosowania systeméw Al. W marcu 2022 r. weszly w zycie przepisy
administracyjne, wprowadzajace obowiazki dla platform internetowych swiadcza-
cych ustugi w zakresie generowania rekomendacji w oparciu na algorytmach [China
Law Translate, 2022b]. W tym samym roku opublikowano akt normatywny dotycza-
cy przedmiotu giebokiej syntezy, w ktérym uregulowano zakres odpowiedzialnosci
dostawcow i obstugi technicznej za bezpieczenstwo danych, ochrone danych oso-
bowych, przejrzystos¢ i zarzadzanie systemami Al wykorzystywanymi w §wiadcze-
niu ustug oraz mechanizmy zwalczania falszywych tresci (tzw. deep fake) [China Law
Translate, 2022a].

Popularna koncepcja godnej zaufania i odpowiedzialnej Al znalazta swoich
zwolennikéw takze w Chinach, na co wskazuje wyrazenie przez Ministerstwo Spraw
Zagranicznych Chin potrzeby priorytetyzacji etycznego obszaru sztucznej inteligen-
¢ji wdokumencie ,Position Paper of the People’s Republic of China on Strengthening
Ethical Governance of Artificial Intelligence (AI)”, opublikowanym 17 listopada 2022r.
Zasady etycznej Al zostaly szeroko rozpowszechnione w ramach samoregulacji wréz-
nych sektorach, czego przyktadem jest zbiér wytycznych dla obszaru badan i rozwoju
instytutu badawczego ,,Beijing Al Principles”.

Koncentracje narozwoju rynku Al i budowaniu konkurencyjnej gospodarki mozna
dostrzec w projektach legislacyjnych w Tajwanie i Korei Potudniowej. W trzech pro-
pozycjach Basic Law on Artificial Intelligence, datowanych na lata 2019-2022, wyko-
rzystano wzorce amerykanskie, japoniskie i UE w prébach uregulowania aspektéow
projektowania, wdrazania i stosowania systeméw Al w Tajwanie [Hsu, 2024, s. 151-152].
Ostatni projekt regulacji zostal oparty na zalozeniu partnerstwa publiczno-prywatne-
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g0, zgodnie z ktérym podmioty gospodarcze wdroza normatywne zasady rozwoju Al,
azadaniarzadowe zostang skoncentrowane na promocji dalszych postepéw w obsza-
rze tej technologii [Hsiung, Sung, 2024]. Podobne stanowisko zajat rzad Korei Potu-
dniowej, ktory jeszcze niedawno wiernie podazat Sciezka obrang przez panstwa Azji
Wschodniej, opartg na miekkich regulacjach w ramach etycznej i godnej zaufania
Al [Singh, 2023, s. 119]. Z propozycji ram prawnych dla Al najwigkszy rozgtos zyskat
projekt ,,Act on Promotion of Al Industry and Framework for Establishing Trustwor-
thy AI” [Ko, 2024]. Pomimo podobienstw do unijnego rozporzadzenia w obszarze
réznicowania obowigzkéw dostawcoé6w w zaleznosci od stopnia ryzyka czy wyr6znie-
nia systemow Al wysokiego ryzyka, koreafiska propozycja ma na celu przede wszyst-
kim wzmocnienie konkurencyjnosci rynku i przygotowanie chtonnego gruntu pod
innowacje [Ko, 2024]. W polityce regulacyjnej tych panstw widoczne sg zmagania
pomiedzy europejskim a amerykanskim wptywem, co wigze si¢ z zainteresowaniem
azjatyckich gospodarek udziatem w obu tych rynkach [An, 2024, s. 1].

11.5. Podejscie do regulowania Al oparte na zasadach
i narzedziach regulacyjnych typu soft Jaw

Panstwa, ktére podazyly rzeczona Sciezka, maja w swiadomosci kompleksowosé
i zaleznos$¢ wptywu i potencjalnych skutkdéw zastosowania narzedzi Al od danego
sektora, ktorego specyfika i unikatowe potrzeby wymagaja dostosowanego podejscia
regulatora [Walter, 2024, s. 2]. Prawodawcy, nadzorcy i administracja rzagdowa koncen-
truja swoje dziatania na migkkim zarzadzaniu i kontroli podmiotéw gospodarczych,
ktére wykorzystuja lub planuja wdrozy¢ systemy Al. Elementem charakteryzujacym
to podejscie jest opracowanie zbioru wytycznych i zasad, wzorowane na wspomnia-
nych wczes$niej ponadnarodowych dokumentach w obszarze etycznej Al

Rozwazania warto rozpocza¢ od analizy brytyjskiego podejscia do regulowania
sztucznej inteligencji. Zasadniczo jego celem jest tworzenie rezimu prawnego sprzyja-
jacego innowacjom, spetniajgcego warunek proporcjonalnosci, wykazujacego elastycz-
nos¢ w ciggtym dostosowywaniu si¢ do zmian technologicznych i opartego na zasadach
odpowiedzialnej Al [Department for Science, Innovation and Technology, 2023, s. 6].
Organy regulacyjne w zakresie swoich kompetencji konstruuja ramy prawne, wyko-
rzystujac gléwnie narzedzia regulacyjne typu soft law dla rozwigzan Al, znajdujacych
zastosowanie w regulowanych domenach [Roberts, Babuta, Morley, Thomas, Taddeo,
Floridi, 2023, s. 3]. Przyktadem sg wytyczne Biura Komisarza ds. Informacji [ICO, 2024]
w obszarze wdrazania sztucznej inteligencji przy zachowaniu zgodnosci z systemem
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ochrony danych osobowych (,,Guidance on Al and Data Protection”) i w przedmio-
cie wyjaSniania decyzji, wydanych przy uzyciu systemoéw Al (,,Explaining Decisions
Made with AI”) [ICO, 2024]. Zgodnie z omawianym sektorowym podej$ciem rzad
brytyjski moze w ramach swoich uprawnien wydawac¢ niewigzace zalecenia skiero-
wane do regulatoréw, zawierajace pozadane kierunki rozwoju otoczenia prawnego
dla nowych technologii. Przykltadem sg wstepne wytyczne Department for Science,
Innovation and Technology, opublikowane w lutym 2024 .

Szereg podobienstw do brytyjskiego podejscia mozna odnalez¢ w japonskim sta-
nowisku wobec tworzenia ram prawnych dla systeméw Al Stanowisko Kraju Kwitnacej
Wisni sprowadza si¢ do publikacji niewiazacych wytycznych dopasowanych do specyfi-
ki danego sektora, dodatkowo pozostawiajac szerokie pole dla samoregulacji [Walter,
2024, s.9]. Pierwszym kluczowym dokumentem jest ,Social Principles of Human-Cen-
tric Al”, zawierajacy zbiér zasad: skoncentrowania na cztowieku, edukacji, ochrony
prywatnosci, zapewnienia bezpieczenstwa, uczciwej konkurencji, sprawiedliwosci,
rozliczalnoscii przejrzysto$ci oraz innowacji, ktére maja wytyczaé rozwéj Al. Odbior-
c3 wytycznych jest cate spoteczenstwo, w tym deweloperzy i operatorzy na rynku Al
[Expert Group on How Al Principles Should be Implemented, 2022, s. 3]. Drugi zbiér,
»Al Governance Guidelines”, zawiera cele dzialan wspierajace prawidlowe wdrozenie
zasad zwigzanych z systemami sztucznej inteligencji z elementami kazuistyki, utatwia-
jacymi zidentyfikowanie luk i podjecie czynnosci dostosowawczych [Expert Group on
How Al Principles Should be Implemented, 2022 s. 3]. Japonskie podejscie opiera si¢
na elastycznoscii ciagtej aktualizacji otoczenia prawno-regulacyjnego. Publikowane
wytyczne nie wprowadzajg zadnych zakazéw dotyczacych praktyk czy rozwigzan tech-
nologicznych, a wdrozenie odpowiednich narzedzi mitygujacych ryzyko (podejscie
oparte na analizie ryzyka) i okre$lenie zakresu obowigzké6w pozostawia sie w gestii
podmiotéw gospodarczych w ramach tzw. agile governance [Habuka, 2023, s. 3].

Innym przyktadem panstwa, ktére postawito na miekkie, wspierajace rynekijego
uczestnikoéw narzedzia regulacyjne, jest Singapur. Personal Data Protection Commis-
sion (PDPC) opublikowata w styczniu 2019 r. modelowe ramy (,,Model Al Governance
Framework”) stanowigce miedzysektorowy zbior zasad w zakresie projektowania, wdra-
zaniaiuzytkowania ogélnie pojmowanej Al w obszarach zarzagdzania wewnetrznego,
zarzadzania operacyjnego, zarzadzania relacjami z klientami i proceséw decyzyjnych.
Innym przyktadem instrumentu soft law s3 wytyczne odnoszace si¢ do przetwarzania
danych osobowych przez systemy Al, generujace rekomendacje, predykcje i decyzje,
ktére zostaty opublikowane 1 marca 2024 r. przez PDPC. Za szczeg6lnie wyrdzniajacy
sie na tle innych zalecen nalezy uznaé zbior zasad FEAT (Fairness, Ethics, Accountability

and Transparency), czyli sprawiedliwosci, etyki, rozliczalnosci i przejrzystosci, wyda-
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ny przez Monetary Authority of Singapore (MAS) dla narzedzi Al i analityki danych
w sektorze finansowym. Wskazane rekomendacje stuza praktycznemu zaaplikowaniu
przez przedsiebiorstwa ram dla odpowiedzialnego wdrazania sztucznej inteligencji,
realizacji zasady pewnosci prawa i zagwarantowaniu sprzyjajacego gruntu pod inno-
wacje [IMDA, PDPC, 2020, s. 4].

11.6. Podejscie oparte na partnerstwie publiczno-prywatnym
w Stanach Zjednoczonych

Po oméwieniu w poprzednim podrozdziale wzoru europejskiego, chinskiego
imodelu soft law dla kreowania ram prawnych, za przedmiot analizy przyjeto podej-
Scie, ktore 1aczy i czerpie z tych kierunkéw. Reprezentantem o do$é rozbudowanej
strukturze Zrédetl prawa i narzedzi regulacyjnych sg Stany Zjednoczone. Amerykan-
skie otoczenie prawno-regulacyjne dla Al stanowi pluralistyczne i wielowymiarowe
Srodowisko, ztozone z ustawodawstwa rzadu federalnego, prawa stanowego, dekre-
téw prezydenckich, ogélnokrajowych wytycznych, zbioréw standardéw, kodeksow
postepowania i innych ram prawnych. Bazg podejscia Stanéw Zjednoczonych do
regulowania Al jest wspoéiregulacja publiczno-prywatna i zorientowanie na dany sek-
tor. Odbiorcg aktéw prawnych na poziomie federalnym sg zasadniczo regulatorzy
danych sektoréw. Rolg tych regulacji jest wyznaczenie kierunkéw aktywnosci agen-
cji i organéw rzagdowych w obszarze rozwoju sztucznej inteligencji. Jako przyktady
warto wskazac¢ National Artificial Intelligence Initiative Act (NAIIA) of 2020 oraz The
Alin Government Act of 2020. P6zniej za punkt koncentracji przyjeto takze same sys-
temy Ali zasady ich wdrazania, czego dowodem jest Algorithmic Accountability Act
of 2022, dotyczacy wymogu przeprowadzenia analizy wptywu zautomatyzowanych
proceséw decyzyjnych na prawa i interesy konsumentow.

Wsréd miekkich narzedzi regulacyjnych na wyrdznienie zastuguja biata ksiega
»Blueprint for an Al Bill of Rights” oraz Artificial Intelligence Risk Management Frame-
work, wydany przez National Institute of Standards and Technology [Tabassi, 2023].
Pierwszy dokument stanowi zbidr niewigzacych wytycznych, opartych na pieciu zasa-
dach, ktérych celem jest wsparcie podmiotéw publicznych i prywatnych na etapie
projektowania, uzytkowania i wdrozenia systemow Al, zgodnie z ogélnie przyjetymi
wartosciami i prawami podstawowymi (Al Risk Management Framework). Tym, co
wyrdznia te ramy prawne, jest skoncentrowanie na ochronie jednostek przed poten-
cjalnymi negatywnymi skutkami, zwigzanymi z zautomatyzowanymi procesami decy-

zyjnymi, oraz dostosowanie polityk i dziatan agencji rzgdowych do poszczegélnych
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sektoréow [Engler, 2023]. Drugi dokument zawiera dobrowolne, mi¢dzysektorowe,
elastyczne i niezalezne od wielkosci organizacji zasady w zakresie zarzadzania ryzy-
kiem zwigzanym z systemami Al (Al Risk Management Framework). Obydwa zbiory
wytycznych Swiadczg o zwrocie kierunku w projektowaniu regulacji w strone etycz-
nego wymiaru sztucznej inteligencji w ramach szeroko promowanej koncepcji god-
nej zaufania i odpowiedzialnej Al [Khan, Shoaib, Arledge, 2024, s. 5].

Podsumowanie

W procesie budowania otoczenia prawno-regulacyjnego Al niewatpliwie swoja
obecno$¢ zaznaczyty zaréwno Unia Europejska z podejSciem opartym na warto$ciach
wspolnotowych, harmonizacji prawa i analizie ryzyka, Stany Zjednoczone z sektoro-
wa koncentracja wielopoziomowych regulacji, Chiny z nastawieniem na dominacje
gospodarczg i szybki rozwoj krajowego rynku, jak i Wielka Brytania z Japonig w roli
partneréw dla przedsigbiorcéw. Te r6znice wynikaja z przyjetych celéw polityki i reali-
zujacych je narzedzi regulacyjnych, a takze z samych dyferencji systemowych w two-
rzeniu otoczenia prawnego. Stanowisko restrykcyjne i protekcjonistyczne wobec
konsumentéw bazuje czesto na twardym prawie, za$ w podej$ciu promujacym inno-
wacje zasadniczo korzysta si¢ z rozwigzan soft law i dopuszcza si¢ szeroka samore-
gulacje. Kazde z panstw dazy do odegrania istotnej roli w tworzeniu nowoczesnego
ekosystemu Al i zajecia pozycji lidera na rynku tej technologii. Paiistwa bedace swiad-
kami tego wyscigu zasadniczo siegajg po wzorce promowane przez lideréw, dobiera-
jac narzedzia regulacyjne i preferowane elementy r6znych podejs¢ do regulowania
Al Zwolennikami eksperymentalnego podejscia do prawa (piaskownice regulacyjne)
s najczesciej reprezentanci podejscia opartego na partnerstwie prywatno-publicz-
nym, w szczego6lnosci Wielka Brytania i Singapur.

Odpowiadajac na postawione pytanie badawcze, nie mozna wskazac jednej opty-
malnej drogi dla uregulowania Al. Akt w sprawie sztucznej inteligencji zostat opra-
cowany zgodnie z unijnymi warto$ciami i zasadami, ktore sg wzglednie unikalne dla
Wspdlnoty Europejskiej, zas chifiskie i amerykanskie ramy prawne majg stuzy¢ roz-
wojowi ich gospodarek. R6znorodno$¢ kultur prawnych, metod tworzenia prawa,
historii prawodawstwa, potrzeb rynku i jego uczestnikéw uniemozliwia implemen-
towanie z powodzeniem jednego wybranego wzorca. Dodatkowo specyfika kazdego
z obszaréw aktywnosci panstwa wymaga indywidualnego podejscia. Zbyt ogélnikowe
ujecie problematyki Al z oparciem wytgcznie na migkkich zasadach generuje ryzyko

pozostawienia w porzadku prawnym ,martwych i pustych” przepiséw, za$ sztywna
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irestrykcyjna regulacja stanie si¢ wytgcznie hamulcem dla rozwoju rynku i innowa-
cji. Ponadto nadmierne zr6znicowanie ram prawnych przektada sie¢ na trudnosci
w obszarze compliance, wzmacnia zjawisko arbitralnosci regulacyjneji tzw. race to the
bottom. Wskazane zjawisko stanowi efekt wzmacniania konkurencyjnosci krajowego
rynku celem przyciggniecia inwestoréw, szczegélnie w ramach podejscia sektorowe-
go do regulowania Al, kosztem obnizenia standardéw i tagodzenia wymogoéw praw-
nych wobec systeméw Al [Li, Schiitte, Sankari, 2023, s. 22-23]. Rozwigzaniem moze
by¢ wieloaspektowa wspétpraca transgraniczna, ktéra ma szanse ostudzic gorgczke
regulacyjng i wyznaczy¢ kierunek rozwoju rynku Al na najblizsze lata.
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