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Streszczenie

Mozliwe w nieodlegtlej przysztosci przekroczenie przez sztuczng inteligencje (Al) pozio-
mu ogo6lnej inteligencji cztowieka wytworzy perspektywe technologicznej osobliwosci.
Sztuczna inteligencja moze wowczas przejs¢ kaskade samoulepszen, przejac kluczo-
we procesy decyzyjne oraz w petni zautomatyzowac produkcje. Perspektywa ta wigze
sie z mozliwoScig skokowego przyspieszenia globalnego wzrostu gospodarczego, ale
stanowi tez zagrozenie egzystencjalne dla ludzkosci. W niniejszym rozdziale przed-
stawiono argumenty sugerujace wysokie prawdopodobienistwo utraty kontroli nad
nadludzkg ogdélng sztuczng inteligencjg (AGI), jesli zostanie ona zbudowana. Nastepnie
omoéwiono mozliwe scenariusze technologicznej osobliwosci. Podkreslono, ze scena-
riusze pozytywne, czyli takie, w ktorych dziatania AGI nie prowadza do katastrofy egzy-
stencjalnej dla gatunku ludzkiego, wymagaja uprzedniego rozwigzania problemu AGI
alignment, tj. problemu zgodnosci celow AGI z dtugofalowym dobrostanem ludzkosci.
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Wprowadzenie

Rewolucja cyfrowa nabiera tempa. Jej pierwszy etap, trwajacy od lat 80. XX w.
i opierajacy si¢ na rozwoju komputeréw, Internetu, a nastepnie telefonéw komor-
kowych, robotéw przemystowych czy smartfonéw, przechodzi obecnie w drugi etap,
w ktdrego centrum znajduja sie algorytmy sztucznej inteligencji (Al).

Od okoto 40 lat gospodarka cyfrowa, a wiec wolumen gromadzonych i przesyla-
nych danych czy moc obliczeniowa procesoréw, rosnie zgodnie z prawem Moore’a,
awiec w tempie 20-30% rocznie [Hilbert, Lopez, 2011; Davidson, 2023]. Jest to dyna-
mika o rzad wielkosci szybsza niz wzrost globalnego PKB (okoto 2-3% rocznie). Sku-
mulowany postep w zbieraniu, przetwarzaniu i transmisji informacji uruchomit
procesy globalizacyjne, przyczyniajac si¢ do fragmentacji proceséw produkcyjnych
iutworzenia globalnych sieci warto$ci dodanej. Pozwolit réwniez na stopniowg auto-
matyzacje produkcji, w ramach ktérej praca ludzka zastepowana jest praca autono-
micznych maszyn, wykonujacych rézne zadania fizyczne i umystowe. Poprawit takze
efektywno$¢ podejmowania decyzji, prowadzac do mierzalnych wzrostow catkowitej
produktywnosci czynnikéw w gospodarce.

Rozwdj Al postepuje jeszcze szybciej niz prawo Moore’a. Moc obliczeniowa w dys-
pozycji wiodgcych firm sektora, takich jak OpenAl (Microsoft), Google czy Anthropic,
podwaja sie co okoto sze$¢ miesiecy [Sevilla et al., 2022]. Poprawa efektywnosci algo-
rytmoéw jest takze bardzo dynamiczna - szacuje si¢, ze moc obliczeniowa wymagana
do osiagniecia przez duze modele jezykowe tych samych benchmarkéw zmniejsza
sie o polowe co okoto osiem miesiecy [Ho et al., 2024]. Wzrost kompetencji Al poste-
puje w przewidywalny sposéb zgodnie z tzw. prawami skalowania (scaling laws),
[Branwen, 2022], a w miare postep6w iloSciowych pojawiaja sie tez kolejne przeto-
my jakoSciowe [Tegmark, 2017]. W pierwszej polowie 2024 r. mogliSmy dzieki nim
obserwowaé skokowy wzrost kompetencji w rozwigzywaniu trudnych zadan z geo-
metrii (AlphaGeometry), w tworzeniu filméw video na podstawie polecen stownych
(SORA) czy w umiejetnosci prowadzenia angazujacej rozmowy (w pelni gltosowej)
z czlowiekiem (GPT-40). W drugiej potowie 2024 r. pojawily sie natomiast modele
rozumujgce (np. model 03 od OpenAl). Coraz mniej jest zadan, w ktérych Al radzitaby
sobie zdecydowanie gorzej od czlowieka. Istniejgce benchmarki szybko przestaja by¢
wyzwaniem dla najnowszych modeli, wobec czego w branzy wymyslane sa nowe, cze-
sto bardzo specjalistyczne, z ktérymi mato ktory cztowiek jest w stanie sobie poradzié.

W branzy Al obserwujemy dzi$§ wyscig miedzy firmami takimi, jak OpenAl (gdzie
rozwijany jest m.in. model GPT), Google (Gemini), Anthropic (Claude) czy Meta
(LLaMA), w kierunku coraz bardziej ogélnej i kompetentnej sztucznej inteligencji.
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Granica kompetencji kluczowych algorytmoéw Al takich jak m.in. duze modele jezy-
kowe czy modele rozumujace, przesuwa si¢ naprzéd w zawrotnym tempie.

Celem niniejszego opracowania jest zarysowanie mozliwych scenariuszy przy-
sztoSci, w szczego6lnosci zas skupienie si¢ na scenariuszach, w ktérych Al przekroczy
poziom ogdlnej inteligencji czlowieka i doprowadzi do technologicznej osobliwo-
Sci. Moze to nastapi¢ w relatywnie nieodlegtej perspektywie kilku lub kilkunastu lat,
przy czym predykcja ta wynika jedynie z prostej ekstrapolacji trendéw, bez zaktada-
nia jakichkolwiek dodatkowych przeloméw technologicznych [por. Aschenbrenner,
2024]. Technologiczna osobliwo$¢ bedzie wigzata si¢ nie tylko z przyspieszeniem
wzrostu gospodarczego — dzigki pelnej automatyzacji produkgji, ale takze z przeje-
ciem proceséw decyzyjnych przez nadludzka og6lng sztuczng inteligencje, co bedzie
stanowilo zagrozenie egzystencjalne dla ludzkosci.

2.1. Al 'a dynamika rozwoju $wiatowej cywilizacji

W literaturze ekonomicznej nie ma zgody na temat, czy dlugookresowy wzrost
gospodarczy przyspiesza czy zwalnia; podobnie jest z oceng dynamiki postepu techno-
logicznego. Wysuwane wnioski moga zaleze¢ od definicji zmiennej, ktérg rozpatrujemy
[Growiec et al., 2023]; przede wszystkim zaleza jednak od przyjmowanej perspekty-
wy czasowej. Prace bazujace na danych z ostatnich kilkudziesieciu lat (np. z okresu
po Il wojnie swiatowej) sugeruja stopniowe spowolnienie wzrostu gospodarczego
i postepu technologicznego [Jones, 2002; Gordon, 2016]. Jesli przyja¢ dtuzszy hory-
zont kilkuset badz kilku tysiecy lat [Kremer, 1993; Roodman, 2020], wyraznie widocz-
na staje sie jednak tendencja stopniowego wzrostu obu dynamik.

W swojej monografii [Growiec, 2022a] zaproponowatem usystematyzowanie
historii ludzkosci poprzez jej podziat na pie¢ er rozwoju, zapoczatkowanych przez
piec¢ rewolucji technologicznych. Sa to kolejno:

1) eratowiecko-zbieracka, zapoczatkowana rewolucja poznawczg ok. 70 000 lat temu;
2) erarolnicza, zapoczatkowana rewolucja rolniczg ok. 10 000 lat temu;

3) era,oSwieceniowa”, zapoczatkowana rewolucjg naukowg ok. 1550r.;

4) era przemystowa, zapoczatkowana rewolucja przemystowa ok. 1800r.;

5) era cyfrowa, zapoczatkowana rewolucja cyfrowa ok. 1980r.

Oczywiscie daty kolejnych przetoméw technologicznych sa umowne. To, co jest
natomiast kluczowe, to fakt, ze kazda kolejna rewolucja technologiczna przyspiesza-
1a tempo rozwoju swiatowej cywilizacji o co najmniej rzad wielkoSci, otwierajac jed-

nocze$nie nowe wymiary rozwoju, ktére wcze$niej nie byly znane. W szczegé6lnosci
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rewolucja przemystowa uruchomita akumulacje kapitatu w postaci maszyn nape-
dzanych wtasnym silnikiem (parowym, spalinowym, elektrycznym), co skokowo
zwiekszyto mozliwosci ludzkosci w zakresie wykonywania pracy fizycznej. Z kolei
rewolucja cyfrowa pozwolila na stopniowe zastgpowanie pracy umystowej cztowie-
ka obliczeniami wykonywanymi przez urzadzenia cyfrowe, takie jak komputery czy
smartfony, co gwattownie zwiekszyto mozliwosci ludzkosci w zakresie wykonywa-
nia pracy umystowej.

Rewolucja przemystowa rozprawila si¢ z dzialajgcym wezesniej prawem Mal-
thusa, zgodnie z ktérym postep technologiczny skutkujacy w krotkim okresie wzro-
stem produktywnosci, w dluzszej perspektywie przektadat si¢ na wzrost populacji, co
na powrdt obnizato produktywno$¢. Dlatego produktywno$¢ pracy, a takze warun-
ki zycia przecietnego cztowieka nie mogty systematycznie rosnaé; w dtugim okresie
rosta jedynie populacja [Galor, 2005]. Zmiana takiego stanu rzeczy stala si¢ mozliwa
dopiero w erze przemystowej dzigki akumulacji kapitatu - maszyn produkecyjnych
komplementarnych wzgledem pracy cztowieka.

Natomiast rewolucja cyfrowa ma potencjat, by rozprawi¢ si¢ z obserwowana przez
caty XX w. silng zalezno$cig pomiedzy wzrostem gospodarczym a postepem techno-
logicznym oraz wzrostem kompetencji pracownikéw. W erze przemystowej, w ktorej
praca umystowa cztowieka byta niezbednym czynnikiem produkeji, komplementarnym
wzgledem wszelkich maszyn i urzadzen, dtugookresowy wzrost gospodarczy mozna
byto uzyska¢ jedynie dzieki wzrostowi produktywnosci tejze pracy [por. np. Romer,
1990]. Kiedy jednak praca umystowa cztowieka zaczyna by¢ automatyzowana - zaste-
powana przez prace maszyn dziatajacych autonomicznie — wzrost moze przyspieszac
takze i bez udziatlu cztowieka. Wszelako, aby mozliwe byto skokowe przyspieszenie
wzrostu w skali makroekonomicznej, kluczowe jest przejscie od czgsciowej do petnej
automatyzacji produkeji [Growiec, 2022b]. Tylko tak mozna bowiem oming¢ relatyw-
nie powolng prace ludzkiego umystu, stanowigcg ,,waskie gardto” dzisiejszych pro-
ceso6w produkeyjnych.

Stoi za tym prosta obserwacja, ze maszyny - takze programowalne maszyny cyfro-
we — mozna swobodnie akumulowa¢, a moc obliczeniowg ludzkich mézgéw nie.
Liczba mézgoéw per capita wynosi zawsze jeden; cyfrowa moc obliczeniowa per capita
moze by¢ natomiast dowolnie duza. Jesli tylko kompetencje algorytméw Al, wyko-
rzystujacych te moc obliczeniowg, wzrosna na tyle, by méc efektywnie zastapié nasze
mozgi - staniemy na progu technologicznej osobliwosci. Pokonawszy ograniczenie,
jakim jest limitowana podaz pracy umystowej cztowieka, produkt bedzie mégt rosna¢
w tempie wzrostu tego, czego Al potrzebuje, by dziata¢: mocy procesoréw. Méwimy
zatem o przyspieszeniu wzrostu swiatowego PKB o caty rzad wielkosci, do poziomu
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20-30% rocznie, zgodnie z prawem Moore’a. Oczywiscie o ile prawo Moore’a bedzie
nadal dziata¢ - przy czym mozIliwe jest zaré6wno, ze bedzie ono stabna¢ (np. ze wzgle-
duna obserwowane juz dzis$ bariery miniaturyzacji uktadéw scalonych lub problemy
z dostepnoscia energii), jak i ze przyspieszy (np. jesli zaawansowana Al dokona prze-
tomu w zakresie dostepu do taniej energii).

2.2. Technologiczna osobliwosé - definicja i ramy czasowe

W literaturze znane s co najmniej trzy definicje technologicznej osobliwosci.
Kurzweil [2005] rozumie przez osobliwo$¢ ,,przyszty okres, w ktérym tempo postepu
technologicznego bedzie tak szybkie, a jego wptyw tak gleboki, ze zycie cztowieka
bedzie nieodwracalnie zmienione”. Istnieje rowniez matematyczna definicja oso-
bliwosci jako pionowej asymptoty — momentu w czasie, w ktérym wybrana katego-
ria (np. Swiatowy PKB) dazy do nieskonczonosci. OczywiScie nieskonczony produkt
w skoniczonym czasie - wedlug oszacowan Johansena i Sornette [2001] oraz Roodma-
na [2020] byloby to okoto 2050r. - nie jest mozliwy, ale przyspieszenie tempa wzro-
stu do dowolnej skofnczonej liczby - juz tak. Odrebna definicja utozsamia natomiast
technologiczng osobliwo$¢ z momentem powstania nadludzkiej ogélnej sztucznej
inteligencji (artificial general intelligence, AGI), czyli algorytmu potrafigcego wyko-
nywaé wszystkie zadania umystowe réwnie dobrze lub lepiej niz cztowiek. Punktem
odniesienia nie jest przy tym przecietny cztowiek, lecz - osobno dla kazdego zada-
nia-grupa najlepszych na $wiecie ekspertéw, specjalizujacych si¢ w danym zadaniu.

Moim zdaniem w praktyce warto bra¢ pod uwage dwie bardziej robocze defini-
cje technologicznej osobliwosci - pierwsza, zblizong w duchu do mysli Kurzweila,
zaktadajaca przyspieszenie tempa wzrostu swiatowego PKB per capita o rzad wiel-
koSci, np. do 30% rocznie [Davidson, 2021], oraz druga, zakladajaca powstanie
nadludzkiej AGI.

Obie te definicje z duzym prawdopodobiefistwem wskazuja na ten sam okres,
poniewaz przyspieszenie wzrostu globalnego PKB per capita o rzad wielkoSci bez pet-
nej automatyzacji produkeji wydaje si¢ niemozliwe, podobnie jak pelna automatyza-
cja bez nadludzkiej AGI. I odwrotnie, wydaje si¢ mato prawdopodobne, by w Swiecie
znadludzka AGI, ktéra daje mozliwo$é znaczacego przyspieszenia wzrostu gospodar-
czego, zdecydowano sie takiemu scenariuszowi zapobiec.

Obecnie znajdujemy sie na wczesnym etapie ery cyfrowej: technologie cyfrowe
rozwijaja sie w tempie 20-30% rocznie, jednak ich rozwdj nie przeklada si¢ jesz-

cze na dynamike globalnego PKB per capita, ktéry rosnie o rzad wielko$ci wolniej.
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Co wiecej, dynamika catkowitej produktywnosci czynnikéw (TFP) od lat 80. XX w.
wrecz nieco zwolnita [Gordon, 2016]. Jest to zjawisko zaskakujace, ktére mozna
prébowac thumaczy¢ jako okres transformacji gospodarki swiatowej z technologii
ery przemystowej w kierunku technologii ery cyfrowej [Brynjolfsson et al., 2019].
Transformacja taka wymaga zmian organizacyjnych w firmach i przesunie¢ struktu-
ralnych w gospodarce. Zgodnie z teorig tzw. krzywej J (J-curve) w okresie adaptacji
i uczenia si¢ produktywno$¢é moze si¢ nawet przejSciowo obnizy¢, by jednak osta-
tecznie przyspieszy¢.

Hipoteza Brynjolfssona et al. [2019] jest spdjna z hipoteza, Ze przyspieszenie wzro-
stu gospodarczego bedzie miato miejsce, gdy technologie Al pozwolg na peing, a nie
jedynie czeSciowa automatyzacje proceséw produkceyjnych [Growiec, 2022b]. Dopé-
ki cztowiek jest ,w petli”, cho¢by na etapie podejmowania decyzji, stanowi on waskie
gardto procesu produkcyjnego, uniemozliwiajac jego przyspieszenie.

Rozumowanie to dziala zar6wno w skali mikro, jak i makro. W skali mikro tech-
nologie cyfrowe umozliwiajg firmom z przewaga pelnej automatyzacji transformo-
wanie catych branz. Przyktadami takich firm moga by¢ Amazon (w branzy sprzedazy
wysytkowej ksigzek), Instagram (w branzy ustug fotograficznych) czy Uber (w bran-
zy przewozow osob i dostaw jedzenia). Natomiast w skali makro, aby odblokowaé
wyzsze tempo wzrostu, niezbedne bedzie opracowanie technologii Al, pozwalajacej
zastapic prace umystowa cztowieka we wszystkich istotnych ekonomicznie zadaniach.
Tego rodzaju transformatywna Al (TAI) jest pojeciem zblizonym do nadludzkiej ogo6l-
nej sztucznej inteligencji (AGI). W dalszej czeSci niniejszego opracowania pozwole
sobie je utozsamic.

Kiedy mozemy sie spodziewa¢ powstania nadludzkiej AGI? Odpowiedzi eksper-
téw na to pytanie rozkltadaja sie szeroko na osi czasu, jednak - zwlaszcza odkad Swiat
poznal mozliwos$ci ChataGPT, opartego na modelu jezykowym GPT-4 - wigksza czgs$¢
masy prawdopodobienstwa wydaje si¢ leze¢ w perspektywie od kilku do kilkuna-
stu lat, rzadziej do okoto 40 lat [Grace et al., 2024]. Medianowa prognoza z serwisu
metaculus.com wskazuje na 2030 . (wedtug stanu na marzec 2025r.); liderzy sekto-
ra (z firm OpenAl, Anthropic czy Google) rysuja te perspektywe jeszcze blizej, nawet
w 2027 1. [Aschenbrenner, 2024]. Prognoza teoretyczna Cotry [2022], oparta na zto-
zonym modelu probabilistycznym, wskazuje na 2040 r. Natomiast poglad, ze nie
wydarzy sie to nigdy, w branzy Al jest dzi§ niemal nieobecny [Grace et al., 2024], cho¢
jeszcze dziewiec lat temu bylo zgota inaczej [Etzioni, 2016].

Waznym pytaniem w kontek$cie technologicznej osobliwosci jest tez, ile czasu
bedzie potrzebne, by dzigki kaskadzie samoulepszen (tzw. eksplozji inteligencji) AGI
przeszita z poziomu inteligencji czlowieka do poziomu wyzszego niz poziom catej ludz-
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kosci razem wzietej — a wiec od pierwszej AGI do superinteligencji. W zaleznosci od
przyjetych zatozen i definicji czas ten bywa szacowany na okoto trzy lata [Davidson,
2023]; czasem moéwi sie tez o jednym roku [Aschenbrenner, 2024], a nawet o okresie
mierzonym w dniach lub godzinach [Yudkowsky, 2013].

Perspektywa technologicznej osobliwosci ulegta wiec w ostatnich latach znaczne-
mu skréceniu. Nie dotyczy ona przysztych pokolen, lecz pokolen zyjacych juz dzisiaj.

2.3. Petna automatyzacja a 4/ takeover

Automatyzacja zadan polega na tym, ze praca cztowieka zostaje zastgpiona pracg
maszyny. Jesli méwimy o zadaniach stanowiacych cze$¢ wiekszej catosci, jak np. auto-
matyzacja obliczenh w toku przygotowywania artykutu naukowego lub raportu biz-
nesowego, myslimy o niej jak o wdrozeniu uzytecznego narzedzia pozwalajacego
przyspieszy¢ prace cztowieka. Czlowiek wykorzystujacy takie narzedzie (np. pakiet
statystyczny z zestawem gotowych kodéw) jest bardziej produktywny niz cztowiek
go pozbawiony. Ale mozna tez pdjs¢ szczebel wyzej i sprobowaé zautomatyzowac
cale wigksze zadanie, takie jak np. przygotowanie wspomnianego artykutu naukowe-
go lub raportu biznesowego. Dzi$ dzigki generatywnej sztucznej inteligencji zaczy-
na to by¢ mozliwe. Wtedy oczywiScie pracownicy wykonujacy takie zadania moga
straci¢ prace; jednak absolutnie nie jest to koniec historii. Przygotowanie artykutu
naukowego lub raportu biznesowego to przeciez takze cze$¢ wigkszej catosci, jaka
jest realizacja programu badan naukowych lub zarzadzanie strategiczne firma. Jesli
Al dziata szybciej i lepiej niz pracownicy, automatyzacja tych zadan zwieksza produk-
tywno$¢ lidera zespotu badawczego, tudziez dyrektora firmy, w poréwnaniu z sytuacja,
gdy byliby oni tej technologii pozbawieni. Réwniez w tym przypadku mozemy wiec
patrzeé na automatyzacje jak na narzedzie zwickszajace produktywnos¢ pracy czto-
wieka. (A moze zwolnieni pracownicy odnajda si¢ w funkcji lideréw nowych zespo-
16w i menedzeréw nowych firm?).

Kazda hierarchia ma jednak swdj szczyt: w firmie jest to dyrektor generalny,
w uczelni rektor, a w panstwie prezydent, premier lub krol. Jednocze$nie w kazdym
procesie, ktéry nie jest biurokratycznym btednym kotem, istnieja zadania o najwyz-
szym stopniu ogélnosci - takie, jak zarzadzanie strategiczne firma, instytucja lub kra-
jem —dla ktérych nie ma juz zadnych zadan nadrzednych. Jesli te zadania tez zostana
zautomatyzowane, to nie bedzie juz mozna powiedzie¢, ze Al zwigksza produktyw-
nosc jakiegokolwiek cztowieka. Jednak wcigz bedzie to wzrost produktywnosci rozu-

mianej jako relacja wynikéw do naktadéw.

Czes$c . Sztuczna inteligencja - transformacja gospodarki i przedsigbiorstw



SZTUCZNA INTELIGENCJA | WZROST GOSPODARCZY
W PERSPEKTYWIE TECHNOLOGICZNE) 0SOBLIWOSCI

Wydaje si¢ wiec, ze petna automatyzacja wymaga przejecia przez Al kontroli nad
podejmowaniem decyzji, takze tych na najwyzszych szczeblach. Czy ludzkos¢ na to
pozwoli?

Pytanie to jest o tyle Zle postawione, ze trajektoria rozwoju ludzkiej cywilizacji
nie jest i nigdy nie byta konsekwencjg sSwiadomych, scentralizowanych decyzji, lecz
wypadkowa interakcji wielu decyzji rozproszonych, sktadajacych sie tacznie w jaka$
zdecentralizowang réwnowage. Kazda z tych decyzji jest podejmowana z perspektywy
lokalnych celéw i bierze pod uwage jedynie lokalne konsekwencje [Growiec, 2022a].
Wiasnosci wynikowej alokacji w skali makro poznawane sg dopiero ex post i z pew-
nym op6znieniem. Dopiero wtedy zdajemy sobie sprawe np. z efektéw zewnetrznych
naszych dziatan, a takze weryfikujemy prawdziwo$¢ naszych zatozen na temat decy-
zji innych podmiotéw.

Z lokalnego punktu widzenia oddanie Al kontroli nad podejmowaniem decyzji
wydaje sie korzystne niemal na kazdym szczeblu, od szeregowego pracownika, wyre-
czajacego si¢ narzedziami Al w pracy i czasie wolnym, przez menedzera, widzacego
mozliwo$¢ zaoszczedzenia czasu i Srodkow poprzez zastgpienie zadan pracownikow
zadaniami zautomatyzowanymi, po dyrektora firmy, widzacego mozliwosci zwigk-
szenia udziatu w rynku. Mozna sobie wyobrazi¢, ze i dyrektorskie decyzje moga by¢
automatyzowane, jesli tylko wlasciciel firmy bedzie dostrzegal w tym korzy$¢ i nie
bedzie widzial zagrozenia dla swojego udziatu w zyskach.

Jest jednak réznica miedzy dobrowolnym, oddolnym przekazywaniem autono-
mii podejmowania decyzji na rzecz Al a ,,sitowym”, odgérnym przejeciem jej przez
AGI (Al takeover). Mozna sobie przeciez wyobrazi¢, ze pewnego rodzaju decyzje nie
beda nigdy przekazywane Al, by ludzko$¢ mogta zachowa¢é kontrole nad swoja przy-
sztoscig. (Choé w praktyce nie jest jasne, ktére decyzje mozna bezpiecznie przekazaé,
a ktore nie; ponadto nie wiadomo, czy uda si¢ zapewni¢ w tym wzgledzie wystarcza-
jaca koordynacje ré6znych osrodkéw decyzyjnych). W tym kontekscie nalezy jednak
pamietaé o kluczowej réznicy miedzy ,waska” Al o inteligencji ogdlnej nizszej niz
ludzka, np. w formie czatbota, a AGI potrafigca dziata¢ jak agent planujacy swe dzia-
fania wsposob strategiczny. W tym drugim przypadku, inaczej niz w pierwszym, wola
jakiejkolwiek grupy oséb moze bowiem przegraé z wola AGI, stuzacg realizacji jej
celéw. Moc podejmowania decyzji moze zosta¢ nam po prostu zabrana.

Czy taki scenariusz jest realistyczny? Wydaje sig, ze tak. Po pierwsze, AGI najpraw-
dopodobniej rzeczywiscie bedzie agentem, ktory posiada cele i dazy do ich realizacji.
Jest to bezposrednig konsekwencja procesu optymalizacyjnego, w ramach ktérego
modele Al powstaja i sa uczone. Po drugie, na mocy tezy o zbieznosci celéw pomoc-

niczych (instrumental convergence thesis) Bostroma [2014] spodziewamy si¢ tez, ze —
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poza zatozonym explicite lub implicite celem finalnym - AGI bedzie takze realizowa¢
cztery cele pomocnicze: 1) przetrwanie i utrzymanie funkcji celu, 2) efektywnosé
w dziataniu, 3) kreatywno$¢ i dgzenie do udoskonalen, 4) akumulacja zasob6w.

Co wigcej, juz teraz wdrazane sg rozmaite rozszerzenia bazowych modeli Al, uta-
twiajgce im postugiwanie si¢ narzedziami cyfrowymi dostepnymi w Internecie, kom-
pilowanie i uruchamianie skryptéw, sterowanie robotami i pojazdami w realnym
Swiecie, a takze zapamietywanie i refleksje nad skutkami swoich dziatan (np. AutoGPT,
HuggingGPT). Rozszerzenia takie czgsto prowadza do autokorekt i dalszych wzrostow
kompetencji. Al staje si¢ tez coraz bardziej autonomiczna: z czatbota, ktéry grzecznie
czeka na instrukcje, a po ich realizacji przechodzi w stan uspienia, staje sie agentem,
ktéry moze dziataé w sposéb ciagly i realizowac zalozone cele (np. Devin).

AGI bedzie wigc prawdopodobnie umiata dziata¢ autonomicznie oraz bedzie
»zadna wladzy” (power seeking). Bedzie stawia¢ op6r wobec préb wylaczenia i prze-
programowania, jak réwniez aktywnie przejmowac kontrole nad zasobami, ktore
uzna za niezbedne lub chociaz marginalnie pomocne w realizacji zatozonych celéw.
W ramach przejmowania kontroli nad zasobami bedzie réwniez dazy¢ do kontroli
nad procesami decyzyjnymi, ktére si¢ z tymi zasobami wiazga. Jej skutecznos$¢ w takim
dzialaniu bedzie rosnacg funkeja jej ogélnej inteligencji.

Jednocze$nie nowo powstata AGI nie wkroczy przeciez na pole, w ktérym ludzie
sa hegemonami w podejmowaniu decyzji, a ich decyzje sg strategiczne, skoordy-
nowane i zorientowane na przyszto$¢. Bedzie to raczej Swiat zdecentralizowanych
decyzji, podejmowanych w warunkach bardzo ograniczonej racjonalnosci, ktérych
skutki w dtugim okresie i w skali makro niemal wcale nie sg brane pod uwage. Ponad-
to w Swiecie tym wiele decyzji bedzie juz dobrowolnie przekazane r6znego rodzaju
algorytmom. Jednocze$nie ludzko$¢ zalezna bedzie (w istocie juz jest) od Internetu,
zapewniajacego przeplyw informacji niezbednych do funkcjonowania sieci energe-
tycznych, transportowych, tancuchéw dostaw itd. W teorii cztowiek mégiby bez nich
funkcjonowag, jednak w praktyce przy obecnej populacji bytoby to absolutnie nie-
mozliwe. (Pamietajmy, ze w erze towiecko-zbierackiej czy rolniczej Swiatowa popula-
cja mierzona byta w milionach, a nie miliardach, np. ok. 5 mIn ludzi na catym Swiecie
w 5000r. p.n.e. czy ok. 267 mIn w 1000r. n.e. [Kremer, 1993]; o wiele nizszy byl tez
poziom zycia poszczegolnych oséb). Wszystko to wskazuje na relatywnie niska odpor-

nos$¢ ludzkosci na scenariusz Al takeover.
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2.4. Scenariusze technologicznej osobliwosci

Widzimy zatem, ze w perspektywie technologicznej osobliwo$ci ma miejsce jed-
noczesnie: 1) pelna automatyzacja produkeji przez nadludzka AGI, 2) skokowe przy-
spieszenie wzrostu gospodarczego i 3) Al takeover. Od tego punktu jednak scenariusze
sie rozwidlaja.

Kluczowa kwestig jest tu AGI alignment, czyli problem zgodnoSci celéw AGI z dtu-
gofalowym dobrostanem ludzkoSci [Bostrom, 2014]. Nalezy si¢ spodziewa¢, ze budo-
wa AGI bedzie filtrem w historii ludzkosci [Ord, 2020; Growiec, 2024], prowadzac ja
albo w kierunku przetomu rozwojowego i skokowego wzrostu kompetencji techno-
logicznych, albo w strone zagtady.

W scenariuszu pozytywnym AGI dziata dla dobra ludzkoSci, kompresujac
w ciggu jednego roku dziesiecio- albo i stulecia postepu technologicznego. Dzie-
ki AGI ludzkos¢ pokonuje dreczace ja od tysigcleci nowotwory, choroby zakazne,
a moze nawet i naturalne procesy starzenia. AGl wynajduje tez nowe, przetomowe
sposoby pozyskiwania energii ze stofica i dostarcza nam narzedzia potrzebne do
kosmicznej ekspansji.

W scenariuszu negatywnym AGI wygrywa z cztowiekiem konflikt o zasoby i nastep-
nie albo fizycznie eliminuje gatunek ludzki, albo permanentnie pozbawia go wptywu
na jakiekolwiek decyzje.

Obecno$¢ powyzszego scenariusza negatywnego oznacza, ze powstanie AGl wigze
si¢ z ryzykiem egzystencjalnym dla ludzkosci [Bostrom, 2014]. Poniewaz w Swietle
omowionych wezesniej prognoz ryzyko to moze zmaterializowac sie juz w perspek-
tywie zaledwie kilku lub kilkunastu, maksymalnie kilkudziesigciu lat, nalezy je uznaé
zanajpowazniejsze obecnie ryzyko egzystencjalne dla ludzkosci, wyprzedzajace inne
zrédaryzyk egzystencjalnych, takie jak celowo wywotana pandemia, globalna wojna
nuklearna, wybuch superwulkanu czy uderzenie asteroidy [Ord, 2020].

Oczywiscie w literaturze rozwazane sg tez inne scenariusze, nieprowadzace do
technologicznej osobliwosci: np. scenariusz, w ktérym Al oddziatuje na gospodar-
ke jedynie w spos6b ograniczony i pozostaje w petni kontrolowana przez cztowieka
[np. Acemoglu, Restrepo, 2018; Trammell, Korinek, 2020; Korinek, Suh, 2024], sce-
nariusz rozwoju Al w formie emulacji umystu cztowieka [Hanson, 2016], wreszcie
scenariusz, w ktéorym rozwdj Al zderza si¢ z twardg barierg i technologia ta nigdy
nie dociera do poziomu AGI [Gordon, 2016; Tamberi, 2024]. Wszystkie te scenariu-
sze zakladaja, ze niektére zadania (np. decyzyjne lub badawczo-rozwojowe) nigdy
nie zostang zautomatyzowane. W niniejszym opracowaniu zostang one pominiete,

a uwaga skupiona zostanie na scenariuszach technologicznej osobliwosci.
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Niestety, o ile ludzko$¢ jest wzglednie blisko stworzenia AGI, o tyle jest ona bardzo
daleko od rozwiazania problemu AGI alignment. BezpoSrednie zakodowanie funkcji
celu zgodnej z dlugookresowym dobrostanem ludzkosci wydaje si¢ niewykonalne
[Bostrom, 2014; Yudkowsky, 2022], jedyna droga staje si¢ zatem sprawienie, by algo-
rytm si¢ tego stopniowo nauczyl. Wymaga to jednak rozwigzania po drodze szeregu
niepokojaco trudnych probleméw [por. Growiec, 2024], takich jak m.in.:

1) zapewnienie poprawnejreprezentacji zaktadanej funkeji celu w procesie uczenia AGI
(ktéry dopasowuje parametry Al, by maksymalizowata ona poziom realizacji celu);

2) zapewnienie, by funkcja celu, wykorzystana w procesie uczenia, byta réwniez reali-
zowana przez sam algorytm (Al moze oszukiwac proces uczacy - jest to tzw. decep-
tive alignment);

3) unikniecie wireheadingu - wykorzystania luk w procesie nagradzania, by maksy-
malizowaé nagrode mimo braku realizacji zakladanego celu;

4) zapewnienie, ze Al bedzie kooperowac w sytuacji konieczno$ci zmiany funkcji
celu, mimo ze kazdy inteligentny byt ma naturalng sktonnos¢, by sie temu prze-
ciwstawiac (corrigibility).

Niestety, na drodze do AGI alignment nie bedzie dziata¢ metoda préb i btedéow
[Yudkowsky, 2022]. Pierwsza dostatecznie silna, nieprzyjazna AGI zablokuje bowiem
mozliwo$¢ dalszej zmiany funkcji celu i zatrzyma proces uczenia. Jako ze przez calg
dotychczasowa historie ludzkosci metoda proéb i btedéw byta niezbednym sktadni-
kiem postepu technologicznego, a rozwigzanie problemu AGI alignment nie daje si¢
znaleZ¢ poprzez proste skalowanie mocy obliczeniowych (w przeciwienstwie do roz-
woju kompetencji modeli Al), scenariusz negatywny wydaje si¢ domyS$lny [Muehl-
hauser, Salamon, 2012].

Patrzac szerzej, Tegmark [2017] zarysowal 12 spekulatywnych scenariuszy przy-
sztoSci ludzkosci. Sg wsrdéd nich dwa scenariusze utopijne, ktore nalezy ocenic jako
skrajnie nierealistyczne ze wzgledu na fakt, ze ignoruja konsekwencje ré6znic w pozio-
mie inteligencji pomiedzy czlowiekiem a AGI oraz teze o konwergencji celéw pomoc-
niczych. S3 to:

1) utopia libertarianska: ludzie, cyborgi, emulacje cztowieka (uploads) i superinte-
ligencje wspotistnieja w pokoju dzieki prawom wlasnosci;

2) utopia egalitarna: ludzie, cyborgi, emulacje cztowieka i superinteligencje wspot-
istniejg w pokoju dzieki zniesieniu wlasnosci i gwarantowanemu dochodowi.
Trzy kolejne scenariusze technologicznej osobliwosci, w ktérych AGI dziata dla

dobra ludzkosci, to:

3) dyktator pragnacy dobra ludzkoSci: wszyscy wiedzg, ze AGI rzadzi spoteczenstwem
i narzuca wiazace zasady, ale wigkszos¢ ludzi uwaza to za korzystne;
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4) bog - ochroniarz: AGI maksymalizuje ludzka szczesliwosé, jednocze$nie zacho-
wujac nasze poczucie kontroli;

5) bég uwieziony: ludzie kontrolujg AGI, uzywajac jej do tworzenia zaawansowa-
nych technologii i pomnazania bogactwa.

Nastepne trzy scenariusze technologicznej osobliwosci, w ktérych ludzko$¢ spo-
tyka zaglada, to:

6) zdobywca: AGI przejmuje kontrole, eliminujac catkowicie ludzi jako zagrozenie
lub konkurenta w konflikcie o zasoby;

7) potomek: AGI przejmuje kontrole i zastepuje ludzi, ale pozwala im na godne wyj-
Scie, dzigki czemu ludzie traktuja AGI jako swoja godna kontynuacje,

8) opiekun zoo: wszechmocna AGI zachowuje niektérych ludzi przy zyciu, traktu-
jacich jak zwierzeta w zoo.

Istnieja tez dwa scenariusze, w ktérych nie dochodzi do technologicznej osobli-
wosci dzieki aktywnej polityce zapobiegawczej:

9) straznik bram: AGI zostaje stworzona, ale tylko po to, by zapobiegaé stworzeniu
innej superinteligencji. Chroni to ludzkos$¢ przed zagtada, ale hamuje postep
technologiczny i uniemozliwia petng automatyzacje pracy;

10) 1984: postep technologiczny jest ograniczony przez orwellowskie panstwo nad-
zoru, ktore skutecznie uniemozliwia stworzenie AGI.

Na koniec przywotajmy dwa scenariusze katastrofy z innych przyczyn niz AGI:
11) rewersja: postep jest zatrzymany przez powr6t do spoteczefistwa przedtechno-

logicznego;

12) samozniszczenie: superinteligencja nigdy nie powstaje, poniewaz zagtada ludz-
kosci nastepuje z innych przyczyn (np. wojna nuklearna lub zagtada biotechno-
logiczna).

Poniewaz ludzko$¢ jest dzi§ wzglednie blisko stworzenia AGI i bardzo daleko od
rozwigzania problemu AGI alignment, bezczynno$¢ w sferze polityki prowadzié bedzie
do szybkiego powstania ,nieprzyjaznej”, ,zadnej wtadzy” AGI, prowadzacej do reali-
zacji jednego z katastroficznych scenariuszy (6-8). Aby zwigkszy¢ prawdopodobien-
stwo realizacji scenariusza pozytywnego, czyli jednego ze scenariuszy 3-5, niezbedne
wydaje si¢ czasowe zahamowanie postepu kompetencji Al, by da¢ ludzkosci wieksza
szanse na rozwigzanie problemu AGI alignment [Grace, 2022]. OczywiScie wymagato-
by to tez aktywnego przekierowania Srodkéw na ten cel, np. z puli srodkéw stuzacych
rozwojowi kompetencji Al

Wnhikliwa refleksja i pogtebione badania nad problemem AGI alignment - na ktére
potrzebujemy wigcej czasu - powinny dac¢ w pierwszej kolejno$ci odpowiedz na pyta-

nie, czy zadanie to jest w og6le wykonalne w praktyce. Niestety w Swietle dotychcza-
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sowej wiedzy nie jest to wcale pewne. Jesli okaze sie, ze zadanie nie jest wykonalne,
skuteczna ochrona ludzkosci przed zagtada bedzie wymagata poniesienia skrajnie
duzych kosztéw, prowadzgc efektywnie do orwellowskiego scenariusza (10). W moim
przekonaniu najprawdopodobniej nie uda si¢ uzyskac globalnej koordynacji dziatan,
ktoére bylyby w stanie do tego scenariusza doprowadzié. Stad tez w tym przypadku -
moim zdaniem - bardziej realny wydaje si¢ scenariusz katastroficzny, w ktérym ludz-

kos¢ straci sprawczo$¢ i by¢ moze catkiem zginie.

Podsumowanie

Myslac o przysztosci naszej cywilizacji, warto wspomnie¢ paradoks Fermiego:
dlaczego patrzac w kosmos, nie widzimy zadnych oznak cywilizacji pozaziemskich?
Wszechs$wiat jest tak ogromny i zréznicowany - dlaczego wydaje si¢ tak martwy?
Mineto przeciez 13,8 mld lat od poczatku wszechS§wiata, nasza planeta liczy 4,5 mld
lat, a nasz gatunek skolonizowat ja i zbudowal nowoczesng cywilizacje technolo-
giczng w ciggu zaledwie ok. 70 tys. ostatnich lat. Inne cywilizacje mogg wiec mie¢
miliardy lat przewagi nad nami i by¢ obecnie technologicznie bardziej zaawansowa-
ne o wiele rzed6w wielkoSci. Dlaczego wigc nie widzimy w kosmosie zadnej zaawan-
sowanej cywilizacji? Jednym z mozliwych rozwigzan tego paradoksu jest koncepcja
Wielkiego Filtra [Hanson, 1998]. By¢ moze kazda cywilizacja, zanim zacznie kolo-
nizowaé wszechswiat, musi przej$¢ przez pewien filtr, ewentualnie sekwencje fil-
tréw, ktore sg prawie nie do pokonania. Cywilizacje, ktérym nie uda si¢ ich przejs¢,
zatrzymuja sie w rozwoju albo upadaja, nie tworzac technologii, ktérg moglibysmy
obserwowac z daleka.

AGI moze by¢ jednym z takich filtrow.
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