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Streszczenie

W rozdziale opisano metodyke tworzenia zbioru tekstow w jezyku polskim oraz treno-
wania modeli do wsparcia procesu weryfikacji informacji pod katem ich prawdziwosci
i doktadnosci. Opracowany zostat protokét oznaczania tekstow jako ,,check-worthy”.
Postuzyt on do opracowania wlasnego zbioru w jezyku polskim, wykorzystanego
nastepnie do trenowania i ewaluacji wybranych modeli z r6znymi wariantami zbioréw
danych, uwzgledniajacych zasoby w jezyku polskim oraz mieszane. Przeprowadzone
badania wskazuja, ze modele przeznaczone dla jezyka polskiego oraz modele wieloje-
zyczne miaty zblizong doktadno$¢. Wazng role odgrywa sposéb doboru przyktadow
do treningu. Uzasadnione jest wykorzystywanie modeli wielojezycznych, umozli-
wiajacych trenowanie na wigkszej liczbie zasobéw obcojezycznych, i dotrenowanie

Rozdzial z monografii: Doligalski T., Kaszynski D. (red. nauk.), Sztuczna inteligencja
w przedsigbiorstwach i gospodarce (AI Spring 2024), Warszawa 2025.

Monografia oferowana jest w swobodnym dostepie do pobrania na stronie AI Lab SGH.
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na wysokiej jakosci przyktadach w jezyku polskim. Wynikiem badan jest wysokiej
jakosci zbior sklasyfikowanych tekstow w jezyku polskim do trenowania modeli oraz
najlepszy model dla jezyka polskiego stuzacy do okreslania, czy dane stwierdzenie
wymaga weryfikacji.

Stowa kluczowe: jakos¢ informacji, wiarygodnos¢ informacji, modele jezykowe,
fact-checking

Wprowadzenie

Jednym z kluczowych wymogdw dla skutecznego zarzadzania w firmie jest dostep
do prawdziwej, wiarygodnej, aktualnej i relewantnej informacji, ktérg okreslamy réow-
niez jako informacje wysokiej jakoSci. We wspolczesnym Swiecie, mimo nadmiaru
informacji, obserwujemy coraz wickszy problem z dostepem do jakos$ciowej infor-
macji. Z jednej strony jest to wynikiem demokratyzacji dostepu do tworzenia tresci,
gdzie kazdy moze opublikowaé¢ dowolng informacje. Z r6znych pobudek moze by¢
ona jednak nieprawdziwa, a celem jej tworzenia moze okaza¢ sie che¢ uzyskania roz-
glosu, osiggniecia konkretnych korzysci czy wywotania chaosu wéréd konkurentow.
Z drugiej strony mamy do czynienia z intensywnym rozwojem metod sztucznej inte-
ligencji, wykorzystanej do automatycznego tworzenia tre$ci. W zaleznosci od intencji
one réowniez moga by¢ nieprawdziwe. Znane jest takze zjawisko spontanicznego two-
rzenia nieprawdziwych tre$ci przez sztuczna inteligencje, okreslane jako halucynacje.

Zalew fatszywych informacji w Internecie stanowi wyzwanie zaréwno dla dzialania
firm (np. nieuczciwe opinie o podmiocie), podejmowania decyzji przez konsumentéw
(np. nadmiernie optymistyczne opisy produktéw), jak i dla bezpieczenstwa publicz-
nego (np. ruchy antyszczepionkowe). Coraz bardziej zwraca si¢ uwage na systemowa
walke z tym zjawiskiem, czego dowodem sg niedawne regulacje unijne (Digital Servi-
ces Act, DSA), ktére wprowadzajg szereg obowigzkéw w zakresie przeciwdziatania
rozprzestrzenianiu si¢ dezinformacji. Na przyktad bardzo duze platformy interneto-
we i wyszukiwarki (gdy liczba uzytkownikéw przekracza 10% ludnosci UE) sg zobo-
wigzywane do usuwania dezinformujacych tresci.

W zapobieganiu rozprzestrzeniania dezinformacji istotng role odgrywaja tzw. agen-
cje fact-checkingowe, ktére zawodowo zajmuja si¢ monitorowaniem i weryfikacja
prawdziwosci informacji. Fact-checking oznacza rzetelny proces weryfikacji informacji
pod katem ich prawdziwosci i doktadnosci. Obejmuje on krytyczng analize poszcze-

g6lnych stwierdzen lub danych prezentowanych w ré6znych formach i mediach. Ele-
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mentem tej oceny jest wczesniejszy wybor, z pojedynczego dokumentu lub catego
zbioru, stwierdzen wymagajacych weryfikacji (check-worthy). S to takie stwierdze-
nia, ktoére faktycznie powinny zosta¢ poddane procesowi fact-checkingu ze wzgledu
na swoje potencjalne oddziatywanie na decyzje innych oraz prawdopodobienstwo
tego, Ze sa to stwierdzenia falszywe.

71. Zagadnienie klasyfikacji tresci tekstowych

Fact-checking pierwotnie rozumiany byt jako potwierdzenie doktadnosci infor-
macji, zamieszczonych w artykule przed sama jego publikacja. A zatem byt to proces
wewnetrzny, zwigzany z odpowiedzialnos$cig dziennikarzy za swoja prace. Z czasem
znaczenie tego pojecia zostalo rozszerzone o analize wiadomosci juz po ich opubli-
kowaniu, przede wszystkim w Internecie, wykonywang przez osoby, ktére nie byty
autorami pierwotnego tekstu [Cazalensiin., 2018].

Proces fact-checkingu sktada sie z kilku etapéw. Pierwszym jest wyboér stwierdzen
do weryfikacji. Po nim nastepuja kontekstualizacja i analiza, konfrontacja z zewnetrz-
nymi bazami danych oraz wiedzg ekspertow. Cato$¢ konczy przygotowanie opraco-
wania z przeprowadzonych badan wraz z podjeciem decyzji co do oceny informacji,
np. prawda, fatsz, manipulacja, brak kontekstu [Micallef i in., 2022].

Gléwnym wyzwaniem obecnie jest to, ze wickszos$¢ zadan w ramach powyzszego
procesu wykonywana jest manualnie. Ze wzgledu na ilos¢ informacji, ktére wymaga-
ja weryfikacji, wskazana jest jego automatyzacja. Jako luke badawcza nalezy zatem
wskaza¢ brak narzedzi wspierajacych fact-checkeréw, szczegdlnie w jezyku polskim,
ktoére utatwityby im prace, zwickszyty doktadnos¢, przyspieszyly podejmowanie decy-
zji, a takze pozwolityby na skuteczniejsze wykrywanie fake newsow.

Etapem procesu, ktéremu poswiecono ten rozdzial, jest identyfikacja stwierdzen
do weryfikacji. Nalezy ona do ogoélniejszego zagadnienia klasyfikacji tresci tekstowych,
tj. przypisywania okre$lonej etykiety do podanego tekstu. Jesli weZmie si¢ przyktad
z analizy wydzwigku (sentiment analysis), tekst moze by¢ klasyfikowany jako ,pozy-
tywny”, ,negatywny” lub ,neutralny”. W naszym konkretnym przypadku beda to dwie
klasy (klasyfikacja binarna): ,wymagajace weryfikacji” oraz ,nieistotne”.

Klasyfikacja tekstu odbywa si¢ z wykorzystaniem odpowiedniego modelu, ktéry
jest wezeSniej uczony maszynowo. Polega to na pokazywaniu przyktadu tekstu oraz
oczekiwanej odpowiedzi modelu. W przesziosci jako cechy wykorzystywane byty
poszczegolne stowa w tekScie. Obecnie do takiej klasyfikacji tekstu uzywane sa modele
jezykowe, ktére uwzgledniaja dodatkowo zalezno$ci miedzy wyrazami, co okreslamy
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potocznie jako lepsze rozumienie tekstu. Sg one réwniez traktowane jako cze$¢ roz-
woju sztucznej inteligencji. W zakresie klasyfikacji treSci tekstowych istotne s3 zatem
dwa obszary, ktére zostang opisane w tej publikacji: zbiory danych, ktére moga stu-
zy¢ do treningu, oraz modele, ktére po wyuczeniu bedg stuzy¢ do klasyfikacji tekstu.

Modele, ktére sg obecnie stosowane do klasyfikacji tresci, wywodzg si¢ z dwoch
modeli bazowych: BERT (bidirectional encoder representations from transformers)
[Devliniin., 2018] oraz GPT (generative pre-trained transformer) [Radford i in., 2018].
Oba wykorzystuja architekture transformatoréw [Vaswani i in., 2017], ktéra stata sie
punktem zwrotnym w zakresie rozwoju mozliwosci rozumienia tekstu. Stosujg ja
rowniez duze modele jezykowe (large language models, LLM), utozsamiane czesto ze
sztuczng inteligencja.

Zagadnienie klasyfikacji tekstu ze wzgledu na potrzebe weryfikacji (check-wor-
thiness) jest obszarem szczegélnego zainteresowania jednej z konferencji poswie-
conej przetwarzaniu jezyka naturalnego — Conference and Labs of the Evaluation
Forum [CLEFF, 2025]. Modele oparte na transformatorach, takie jak BERT oraz GPT
i ich pochodne, byty bardzo czesto wykorzystywane przez badaczy [Barrén-Cedeno
iin., 2023; Nakoviin., 2022]. Polega to na tym, ze podstawowy model jest dostrajany
na odpowiednio dobranym zbiorze danych.

W 2022 r. najlepsze rozwigzanie zostato opracowane z wykorzystaniem modelu
RoBERTa large [Liuiin., 2019], gdzie po dodatkowym procesie wzbogacania danych
(dwukrotne thumaczenie) uzyskano miare F1 na poziomie 0,698 [Savchev, 2022].
F1 to Srednia harmoniczna pomiedzy precyzja (precision) i czutoscig (recall), ktora
jest czesto wykorzystywana do oceny modeli klasyfikacyjnych - sg one tym lepsze, im
warto$¢ F1 jest blizsza 1,0. Kolejne rozwigzanie wykorzystywato ztaczenie 10 modeli
(ensemble) bazujgcych na BERT oraz RoBERTa, osiggajac F1=0,667 [Buliga Nicu, 2022].
Dopiero na trzecim miejscu z F1 =0,626 byl zesp6t, ktory wykorzystywat dostrojony
model GPT-3 [Agrestia, Hashemianb, Carmanc, 2022]. Jest to istotne o tyle, ze modele
BERT ze wzgledu na mniejszy rozmiar oraz otwarto$¢ mogg by¢ uruchamiane lokal-
nie, natomiast GPT traktowane sg jako wielkie modele i moga by¢ wykorzystywane
jedynie w chmurze poprzez API, udostepnione przez OpenAl. Niemniej w nastep-
nym roku akurat rozwigzanie wykorzystujace GPT-3 curie, dotrenowane na ograni-
czonym, dobranym jako$ciowo zbiorze, okazalo si¢ najlepsze, osiggajac F1=0,898
[Sawinski i in., 2023]. Ten sam zesp6t przedstawil réwniez inne minimalnie stabsze
rozwigzanie (F1=0,894), ktére z kolei wykorzystywato model lokalny DeBERTa v3
[He, Gao, Chen, 2021].

Istotnym zagadnieniem jest rowniez przygotowanie zbioru danych. Stosowane
sg rézne techniki, od wzbogacenia danych (data augmentation) celem zwigkszenia
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liczebnosci zbioru (np. ttumaczenie zbioréw z innych jezykéw, dwukrotne ttuma-
czenie celem uzyskania tozsamej semantycznie i réznej leksykalnie tresci), przez eks-
trakcje dodatkowych cech (np. metadane z portalu-zrédta informacji), uwzglednienie
wektorowych osadzen przygotowanych przy pomocy innych modeli, do dotgczenia
dodatkowych nieetykietowanych danych. Zadania w ramach CLEF nie ograniczaja
si¢ do jezyka angielskiego, a dostepne zasoby w innych jezykach stwarzaja dodatko-
w3 szanse¢ na wzbogacenie zbioréw uczacych, np. poprzez ttumaczenie maszynowe
[Eyubogluiin., 2022] lub wrecz wykorzystanie modeli wielojezycznych [Mingzhe Du,
Gollapalli, 2022]. Z innych badan wynika, ze réwnie dobrze wyniki moze poprawi¢
celowane ograniczenie zbioru (tzw. undersampling) np. poprzez usuniecie przykta-
déw niejednoznacznych i trudnych do nauczenia [Sawinski, Wecel, Ksiezniak, 2024b].

Co do zasady jednak, im wigcej zasobéw w danym jezyku i im bardziej s3 one
réznorodne, tym wieksza szansa na wytrenowanie dobrego modelu. R6zne badania
wskazujg, ze mniej popularne jezyki nie znajdujg sie tutaj na straconej pozycji. Jak
wskazuje Jiang i Zubiaga [2024], wiedza dziedzinowa z jezykéw bogatszych w tres¢
moze by¢ przeniesiona do tych mniej zasobnych, co okrelane jest jako Cross-Lingual
Transfer Learning (CLTL). Szczegdlnie atrakcyjne jest wykorzystanie wielojezycznych
modeli jezykowych, dla ktérych przyktady mozna podawac w dowolnym jezyku, nie-
koniecznie tym docelowym. Pomija si¢ w ten sposéb konieczno$¢ thumaczenia tekstu -
sam model wielojezyczny zachowuje si¢ jak translator. Mozliwe jest ,przeniesienie
korzy$ci” nawet miedzy tak odlegtymi jezykami jak arabski i niderlandzki [Sawinski,
Wecel, Ksigzniak, 2024a]. Wspomniana publikacja jest o tyle interesujaca, ze testuje
15 wariantéw zbioréw, utworzonych z wykorzystaniem réznych jezykéw oraz czte-
rech metod doboru prébek z populacji (undersampling).

7.2. Metodyka

Przeprowadzone wczesniej analizy literatury oraz biezaca obserwacja dostepnosci
zasobow do przetwarzania jezyka polskiego wskazuja, ze brakuje metod pozwalajacych
naidentyfikacje stwierdzen wymagajacych weryfikacji. Hipoteza wstepna jest taka, ze
luka ta wynika przede wszystkim z braku odpowiednio oznaczonych zasobéw w jezy-
ku polskim, na ktérym mozna by wytrenowa¢ modele. Nasze do$wiadczenia wska-
zuj3 jednak, ze dobre modele mozna dostroi¢ nawet na zasobach w innych jezykach.

Celem naszych badan jest zatem opracowanie zbioréw danych oraz modeli jezyko-
wych, ktére pozwolityby na identyfikacje stwierdzen w jezyku polskim, wymagajacych
weryfikacji przez fact-checkeréw. Z tego wynikajg cele szczeg6towe. Przede wszystkim
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nalezy okresli¢, jakie sg dostepne korpusy tekstu z klasyfikacjg wedtug check-worthy.
Jesli nie ma wsréd nich jezyka polskiego, nalezy taki zbiér opracowaé poprzez wyboér
odpowiednich stwierdzen iich reczng anotacje. Sposéb anotacji zbioru powinien by¢
okreslony w protokole anotacji. Wcze$niej konieczne jest zdefiniowanie rozumienia
check-worthy, tak aby kazda z os6b anotujacych byta Swiadoma, do jakich kryteriow
nalezy sie odwotaé. W obszarze podceléw dotyczacych modeli w pierwszej kolejno-
$ci nalezy zidentyfikowa¢ modele dla jezyka polskiego oraz modele wielojezyczne
obstugujace nasz jezyk. Kolejny krok to przygotowanie r6znych wariantéw zbioréw do
uczenia. Po przeprowadzonych treningach mozliwe bedzie okreslenie, ktéry wariant
daje najdoktadniejsze wyniki.
W toku prowadzonych prac zamierzamy odpowiedzie¢ na nastepujace pytania
badawcze:
= P1. Jak opracowac¢ wysokiej jakoSci zbior tekstow w jezyku polskim, stuzacy do
trenowania modeli klasyfikacji wedlug koniecznosci weryfikacji?
= P2. W jaki sposéb wykorzysta¢ bogate zasoby w jezykach obcych do poprawy
modelu dla jezyka polskiego?
= P3.Czylepiej wykorzystywaé dedykowane modele dla jednego jezyka (tutaj: pol-
skiego), czy wystarczajace sa modele wielojezyczne?
= P4.Jaka kombinacja zbioru danych oraz modelu daje najlepsze wyniki?
= P5.Czyracjonalne jest podejmowanie wysitku w kierunku opracowania wigksze-
go zbioru danych dla jezyka polskiego?

1.3. Opracowanie zhioru danych

W momencie prowadzenia badan nie byl dostepny publicznie zaden zbiér tek-
stow w jezyku polskim z etykietami dotyczacymi konieczno$ci weryfikacji (check-wor-
thiness). Na potrzeby eksperymentéw przygotowaliémy wilasny zbior, w sktad ktérego
weszly wiadomosci w jezyku polskim, pochodzace z platformy spotecznosciowej X
(dawniej Twitter), a takze wykorzystaliSmy dwa istniejace angielskojezyczne zbiory:
ClaimBuster [Arslaniin., 2020] oraz zbidr testowy z konkursu CLEF2023 CheckThat!
Lab Task 1b English [CheckThat, 2025]. Oba zbiory angielskojezyczne zostaly wyko-
rzystane zaréwno w wersji oryginalnej, jak i przettumaczonej na jezyk polski z wyko-
rzystaniem translatora Google [Google Cloud, 2025].
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1.4. Pozyskanie i wyhor danych do procesu etykietowania

Teksty do polskiego zbioru danych zostaly pozyskane z platformy X w 2023 r. przez
dostepny woéwczas interfejs API na licencji dla badan naukowych. Wybér odbyt sie
na podstawie dwoch zestawdw kryteriow, ktére w zamierzeniu miaty wygenerowac
dwa odrebne zbiory, zawierajace rézny stosunek wiadomosci wymagajacych spraw-
dzenia do wiadomosci niewymagajacych sprawdzenia.

Pierwszy zbioér danych zostat pobrany przy uzyciu zestawu kryteriéw obejmuja-
cych liste 100 najpopularniejszych stéw w jezyku polskim oraz ograniczenie dotyczace
czasu publikacji wiadomo3ci (lata 2019-2021), liczby interakcji z wiadomoscig (licz-
ba wszystkich interakgcji, tj. suma liczb odpowiedzi, przekazan, polubien i cytowan
wieksza niz 100). Dodatkowo wybrane zostaly tylko wiadomosci, ktére nie zawie-
raly dotaczonych mediéw audio lub wideo, nie cytowaly, nie przekazywatly ani nie
odpowiadaly na inng wiadomos¢. Intencjg zastosowania takiego zestawu kryteriow
byto wybranie wiadomoSci tekstowych, ktére sg kompletne (tzn. nie wymagaja ana-
lizy kontekstu poprzednich wiadomosci lub dotaczonych plikéw medialnych) oraz
posiadaja znaczacy potencjat wiralnosci, a jednocze$nie stanowig reprezentatywna
probke dla ogétu wiadomosci z X w jezyku polskim. Ten zbiér danych bedzie dalej
nazywany ,.zbiorem bazowym”.

Drugi zbiér danych zostat pobrany przy uzyciu zestawu kryteriéw, obejmujacych
ograniczenie dotyczace czasu publikacji wiadomosci (lata 2022-2023), liczby inte-
rakeji z wiadomoscig (liczba wszystkich interakcji wigksza niz 100) oraz braku dota-
czonych mediéw audio lub wideo. Dodatkowo wybrane zostaly tylko wiadomosci,
ktére w odpowiedziach zawieraly przynajmniej jedno stowo kluczowe: ‘nieprawda’,
‘falsz’, ‘fake’, ‘fake-news’, ‘fakenews’, ‘fejk’. Podobnie jak w przypadku zbioru bazo-
wego wybrane zostaty jedynie wiadomosci, ktore nie cytowaty, nie przekazywaty ani
nie odpowiadaty na inng wiadomos¢, a takze te, ktérych autorzy w momencie ich
pobierania mieli wiecej niz 5000 obserwujacych uzytkownikéw. Intencja zastosowa-
nia takiego zestawu kryteriéw bylo wybranie wiadomosci tekstowych, ktére sg kom-
pletne oraz posiadaja najwyzszy potencjat wiralnosci (poprzez zastosowanie filtra
popularnosci wiadomosci oraz autora), a jednoczesnie reakcje uzytkownikéw wska-
zuja na mozliwo$¢ wystapienia w niej dezinformacji. Ten zbiér danych bedzie dalej
nazywany ,.zbiorem filtrowanym reakcjami uzytkownikéw”.

Do etykietowania zostato wybranych 1201 przyktadéw ze ,,zbioru bazowego” oraz

1500 przyktadéw ze ,zbioru filtrowanego reakcjami uzytkownikow”.
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1.5. Etykietowanie danych

Zadanie zwigzane z etykietowaniem (anotacj3) danych miato na celu zaklasyfiko-
wanie wlasnego zbioru danych ze wzgledu na zawieranie stwierdzen, ktére powinny
podlegac sprawdzeniu (check-worthiness). Zaanotowane dane miaty zosta¢ nastepnie
wykorzystane w procesie trenowania i testowania modeli, opisanych w sekcji czwarte;j.

Proces anotacji sktadat si¢ z kilku etapéw, oméwionych w kolejnych paragrafach:
1. Przeglad literatury zwigzanej z procesem identyfikacji stwierdzen wymagajacych

sprawdzenia.

2. Przygotowanie przewodnika anotacji, uwzgledniajgcego rodzaje klas wykorzy-
stanych w procesie anotacji zbioru oraz zdefiniowanie proceduri zasad anotacji.

3. Przygotowanie srodowiska do przeprowadzenia procesu anotacji.

4. Przeprowadzenie procesu anotacji, w tym uzgodnienie ostatecznych klasyfikacji

w przypadku niezgodnoSci miedzy anotatorami.

Pierwszym krokiem procesu byt przeglad literatury w zakresie definicji pojecia
»checkworthiness”, a takze kryteriéw i dobrych praktyk stosowanych przez organiza-
cje fact-checkingowe do identyfikacji stwierdzen wymagajacych sprawdzenia. W tym
celu zapoznano si¢ z dokumentacja opisujgcg metodologie stosowane przez polskie
izagraniczne agencje fact-checkingowe, m.in. Stowarzyszenie Demagog [ DEMAGOG,
2025], Fakehunter [FakeHunter, 2025], Politifact [POLITIFACT, 2025], AFP [AFP, 2025],
International Fact-checking Network [IFCN Code of Principles, 2025]. Analiza dokumen-
tacji wykazata, ze pojecie ,,check-worthy” nie jest jednoznacznie opisane w literaturze.
Agencje fact-checkingowe czesto uzywaja réznych kryteriéw do okreslenia, czy dane
stwierdzenie wymaga weryfikacji. Jednak punktem wspoélnym jest tzw. ,factual and
verifiable claim”, czyli takie stwierdzenie, ktére moze zosta¢ sprawdzone jako prawdzi-
we lub fatszywe na podstawie dostepnych dowodéw, gdyz opiera si¢ na rzeczywistych
informacjach, danych, zdarzeniach i nie stanowi opinii, przekonania, prognozy czy
interpretacji. Na przyktad, wedtug Demagoga, sprawdzeniu powinny podlegac tresci
merytoryczne (tj. zawierajace odwotania do faktéw, np. liczb, wydarzen z przeszto-
Sci), ktore wychodzg poza zakres tzw. wiedzy powszechnej i sg istotne z punktu widze-
nia debaty publicznej, maja znaczenie dla spoteczefistwa. Fakehunter przy wyborze
stwierdzen do fact-checkingu bierze réwniez pod uwage to, czy stwierdzenie wydaje
sie mylgce i nasuwa przypuszczenie niezgodnosci ze stanem faktycznym, a takze czy
jest szeroko udostepniane (ocena zasiegu internetowego oraz popularnosci zrédta
udostepniania informacji). W przypadku, gdy stwierdzenie dotyczy wypowiedzi zna-
nych oséb (np. w formie mowy zaleznej), analizowane moga by¢ z kolei dwa aspekty:

1) czy wypowiedzZ osoby publicznej zawiera btedne lub niezgodne z rzeczywistoScia
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stwierdzenia; 2) przypisanie danego oswiadczenia osobie publicznej, ktére zostato
sfabrykowane lub stanowi falszywe przedstawienie jej wypowiedzi (stwierdzenia typu
»Pan X powiedzial, ze...”).

Przeprowadzona analiza dokumentacji umozliwita identyfikacje pewnych ogél-
nych zasad okreslajacych, czy dane stwierdzenie powinno (lub nie) podlegaé spraw-
dzeniu (rozréznienie miedzy check-worthy i non check-worthy), a takze zdefiniowanie
dodatkowych klas do anotacji.

Klasy (etykiety), ktore zostaty wykorzystane w procesie etykietowania zbioru, to:
= Absent-tekstnie zawiera stwierdzenia (claim) lub nie jest mozliwa jego weryfikacja.
= Not Check-Worthy - tekst zawiera weryfikowalne stwierdzenie, ale nie jest ono warte
= weryfikacji.
= General Public - tekst zawiera stwierdzenie, ktére powinno zosta¢ zweryfikowa-

ne, poniewaz jest istotne z punktu widzenia debaty publicznej. Do tej kategorii

zaliczane sg stwierdzenia zwigzane z polityka (np. wypowiedzi politykéw, wyniki
sondazy), technologig, sportem, wydarzeniami spotecznymi.

= Harmful - tekst zawiera stwierdzenie, ktore powinno zosta¢ zweryfikowane, ponie-
waz moze bezposrednio narazi¢ czyje$ zdrowie lub zycie. Do tej kategorii nie
sa jednak zaliczane stwierdzenia, ktore nie wpisuja si¢ w og6lng narracje (tzn.
nie dotyczg no$nych tematéw, np. COVID-19).

= General Public and Harmful - tekst zawiera stwierdzenie, ktére powinno zostaé
zweryfikowane, poniewaz moze narazi¢ czyje$ zdrowie i dotyczy szerokiego grona
odbiorcéw (np. stwierdzenie zwigzane z noSnymi tematami, takimi jak COVID-19,
czy dotyczace atakéw na mniejszosci narodowe).

Wspomniang wyzej narracje og6lng nalezy rozumie¢ jako zbiér powigzanych
semantycznie stwierdzen, pojawiajacych sie w wiadomosciach publikowanych
przez serwisy internetowe ze wzglednie duzg czestoscia, o duzej wiralnosci, tzn.
szybko rozprzestrzeniajace si¢. Przyktadowo, po wpisaniu do wyszukiwarki Google
stwierdzenia: ,szczepienia na covid wywotujg autyzm” mozna bez problemu zna-
lez¢ wiadomosci, w ktérych rozwazana jest jego prawdziwo$¢ - wokét tego tematu
powstato wiele artykutéw i opublikowano wiele postéw w mediach spotecznoscio-
wych, w ktérych podjeto w zwigzku z nim dyskusje. Kontrprzyktadem jest natomiast
stwierdzenie: ,jedzenie proszku do prania pomaga na trawienie” - pr6ba wyszukania
powigzanych z nim artykutéw czy postéw w mediach spoteczno$ciowych nie przy-
nosi rezultatéw, niemniej stwierdzenie bezsprzecznie nawotuje do dziatan zagraza-

jacych zyciu i zdrowiu.

Do najwazniejszych wytycznych w kwestii identyfikacji stwierdzen, ktére nie powin-
ny podlegac weryfikacji, zaliczylismy te: 1) bedace opiniami, 2) zwigzane z osobistym
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doswiadczeniem, 3) odnoszace si¢ do powszechnej wiedzy, 4) zawierajace predykcje
na przyszito$¢, 5) zwigzane z nieistniejgcymi rzeczami/zjawiskami, 6) odnoszace si¢
do wartoSci estetycznych, moralnych lub etycznych, 7) dotyczace wiary lub zdolno-
Sci nadprzyrodzonych, 8) wyrazajace silne emocje, reakcje lub stany bez formalne-
go deklarowania faktéw, intencji czy zobowiazan, 9) bedace tautologiami w sensie
jezykowym, np. kawalerowie nie maja zon. Informacje te zostaly nastepnie zebrane
w formie przewodnika dla anotatoréw.

W procesie etykietowania braty udziat trzy osoby - cztonkowie zespotu projekto-
wego OpenFact, majace kilkuletnie doswiadczenie badawcze w zakresie analizy tek-
stow zawierajacych fatszywe informacje. Dwie z nich petnity role anotatoréw, ktérych
zadaniem byla niezalezna klasyfikacja kazdego rekordu w zbiorze, natomiast trzecia
osoba petlnita role recenzenta oceniajacego te przypadki, dla ktérych nie byto zgod-
nos$ci miedzy dwoma anotatorami. W przypadku tekstéw granicznych (co do ktérych
recenzent mial watpliwosci dotyczace wiasciwej klasyfikacji) odbywata sie¢ dodatkowa
dyskusja w zespole trzyosobowym. Przyktadami takich tekstow sa: ,W 2021r., jako
nauczyciele zarabialiSmy tak mato, Ze nawet uczniowie si¢ z nas Smiali. Jeden nauczyciel
wykonuje prace za trzech (jezeli tylko ma papier), bo tyle chetnych do pracy w szko-
le...” oraz ,Im wigcej rozmawiam i czytam na ten temat, tym bardziej utwierdzam si¢
w przekonaniu, ze za drakonskie podwyzki cen gazu odpowiada PiS i PGNiG, ktéry
stracit miliardy zt z powodu ztych decyzji dotyczacych formuty cenowej”.

Zakres danych udostepnionych anotatorom, oprécz samej tresci posta, ktory
miat zosta¢ zaklasyfikowany, obejmowat réwniez informacje o uzytkowniku, ktory
dang tre§¢ opublikowat (nazwa konta, liczba os6b $ledzacych, liczba profili §ledzo-
nych przez dane konto, lokalizacja, liczba opublikowanych tweetéw, data utworze-
nia profilu, a takze informacja, czy konto zostato zweryfikowane przez platforme
X), statystyki dotyczace posta (liczba wySwietlen, polubien, cytowan, odpowiedzi,
retweet6w, data stworzenia posta), statystyki dotyczace tzw. sygnatéw' (liczba sygna-
16w, suma liczb $ledzacych dla kont, od ktérych sygnat pochodzi, liczba wyswietlen
i polubien sygnatu).

Do procesu anotacji wykorzystano oprogramowanie LabelStudio [Label Studio,
2025]w wersji Enterprise, ktére oprocz udostepnienia anotatorom opisanych wyzej
danych oraz mozliwoSci przeprowadzenia procesu etykietowania (rysunek 7.1)
umozliwito réwniez zarzadzanie calym procesem anotacji (publikacja przewod-
nika dla anotatoréw, przypisanie anotatoré6w do zadan, analiza wynikéw anotacji

1 Sygnal to odpowiedzZ na oryginalny post, np. w formie komentarza, sugerujaca, Ze dana tre$¢ jest nie-
prawdziwa. Sygnaty sg identyfikowane na podstawie zdefiniowanej listy stéw kluczowych, takich jak:
‘nieprawda’, ‘ktamstwo’, ‘fake news’.
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iidentyfikacja braku zgodnosci, dodawanie komentarzy do przyktadéw watpliwych).
W przypadku dtuzszych tekstow narzedzie pozwalalo réwniez na zaznaczenie jego
fragmentu, stanowigcego ocenione stwierdzenie (czerwony fragment tekstu widocz-
ny na rysunku 7.1).

Rysunek 7.1. Narzedzie LabelStudio wykorzystane w procesie anotacji danych

Zrédto: opracowanie wiasne.

1.6. Przygotowanie zhiordw do treningu modeli jezykowych

Dane pochodzace ze zbioréw ClaimBuster, CLEF2023 CheckThat! Lab oraz wiado-
mosci z X zostaly podzielone na podzbiory, ktérych nastepnie uzyto do skonstruowania
zbioréw treningowych, ewaluacyjnych i testowych dla treningu modeli jezykowych.

Podstawe treningu stanowily dane ze zbioru ClaimBuster, ktéry zawiera 23 533 przy-
ktady z etykietami, przy czym liczebno$¢ stwierdzen z etykieta check-worthy (w dalszej
czeSci okreslanej jako klasa pozytywna) wynosi 5485. Poprzednie badania [Sawinski,
Wecel, Ksiezniak, 2024b] pokazaty, ze redukcja liczebnosci proby klasy wiekszoscio-
wej zapewnia efektywny trening modelu. Dysponujgc informacja o jakosci etykiet, do
zbioru treningowego wigczono wszystkie przyktady pozytywne oraz taka sama licz-
be przyktadéw negatywnych, wylosowanych sposréd tekstéw o etykietach wysokiej
jakosci. Zbiér bedzie dalej nazywany ClaimBuster-en, a jego przettumaczona na polski
wersja bedzie dalej nazywana ClaimBuster-pl.
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Zbior testowy z konkursu CLEF2023 CheckThat! Lab Task 1b English, zawierajacy
315 przyktadéw, zostat dotaczony jako dodatkowy zbidr testowy, aby méc odniesé
wyniki eksperymentéw do wynikéw konkursu. Oryginalne teksty w jezyku angiel-
skim zostaty uzyte do stworzenia zbioru nazywanego dalej CheckThat23-en. Przettu-
maczone teksty postuzyly do stworzenia analogicznego zbioru w jezyku polskim,
nazywanego dalej CheckThat23-pl. Wszystkie 1201 przyktadéw z recznie przygotowa-
nymi etykietami ze zbioru bazowego zostaly wigczone do podzbioru treningowego,
nazywanego dalej BAZA. Przyktady ze zbioru filtrowanego reakcjami uzytkownikow
podzielono losowo na 3 réwne grupy o liczebnosci 500, z ktérych pierwsza zostata
podzbiorem zbioru treningowego, nazywanym dalej FILTR. Druga grupa przyktadow
zostata zbiorem ewaluacyjnym, nazywanym dalej EWALUACJA, a trzecia - zbiorem
testowym, nazywanym dalej TEST.

Zaczenia r6znych podzbioréw postuzyty do skonstruowania oSmiu wariantéw
zbioru treningowego. Cztery z nich sktadaty sie wytacznie z przyktadéw w jezyku pol-
skim i byty uzyte do treningu wszystkich modeli: 1) ClaimBuster-pl, 2) ClaimBuster-
-pl+BAZA, 3) ClaimBuster-pl + FILTR, 4) ClaimBuster-pl + BAZA + FILTR.

Pozostale warianty sktadaty sie w gtéwnej mierze z przyktadow w jezyku angiel-
skim, do ktoérych byly doktadane mniejsze zbiory w jezyku polskim. Warianty te zostaly
uzyte wylacznie do treningu modeli wielojezycznych: 1) ClaimBuster-en, 2) Claim-
Buster-en+BAZA, 3) ClaimBuster-en + FILTR, 4) ClaimBuster-en + BAZA + FILTR.

W kazdym treningu do ewaluacji uzyto tego samego zbioru, oznaczonego jako
EWALUACJA. W przypadku treningu wszystkich modeli do testéw wykorzystano dwa
zbiory polskojezyczne, oznaczone jako TESTi CheckThat2023-pl. Dodatkowo dla mode-
li wielojezycznych miary jakosci klasyfikacji byly obliczane dla angielskojezycznego
zbioru CheckThat2023-en.

Szczegoly zostaly zaprezentowane w tabeli 7.1.

Tabela 71. Zbiory danych treningowych, ewaluacyjnych i testowych

Nazwa Jezyk Liczba Stosunek przyktadow . Anotacia

© podzbioru . § przyktadow § pozytywnych do negatywnych
BAZA PL 1201 135 © X, zbidr bazowy ¢ whasna
FILTR T B 17 X, zbir filtrowany reakcjami = whasna
CEBWAWOAA P B0 116 uaythonnikow
TEST T 118 :
. ClimBuster-en EN 10970 11 debaty prezydenckie w USA zhiorowa

ClaimBuster-pl PL t § §
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Nazwa Jezvk Liczha Stosunek przyktadow : réidto Motacia
. podzbioru ! @ przykfaddw | pozytywnych do negatywnych ' ! :
CheckThat23-en N 3m 119 - brak danych - brakdanych
CheckThat23-pl  PL : f z ;

Zrédto: opracowanie wiasne.

1.1. Opracowanie modeli

1.71. Wyhér modeli bazowych

Wyboru modeli wykorzystanych do treningu dokonano na podstawie trzech kry-

teriow:
= Wyniki osiagniete w benchmarku KLE] - benchmark KLE] (Kompleksowa Lista

Ewaluacji Jezykowych) jest zestawem testéw oceniajgcych zdolno$ci modeli prze-

twarzania jezyka naturalnego w zakresie zadan obejmujacych m.in. klasyfikacje

tekstu czy analize wydZzwieku [Rybak i in., 2020] (Kryterium 1: K1).
= Zasoby sprzetowe - eksperymenty przeprowadzano na serwerze wyposazonym

w cztery karty NVIDIA GeForce RTX 2080 Ti z pamigcig 11 GB na karte; zasoby te

nie pozwolily na uruchomienie niektérych wigkszych modeli jezykowych (Kry-

terium 2: K2).

= Specyfika modeli - ze wzgledu na og6lny charakter zadania klasyfikacji (szeroki
zakres tematyczny twierdzen, takich jak zdrowie, polityka, nastroje spoteczne) nie
wybierano modeli przystosowanych do specyficznych zadan (np. dotrenowanych
do detekcji cyberagresji) (Kryterium 3: K3).

Tabela 7.2 przedstawia wyniki osiggniete przez rézne modele wedlug poszcze-
g6lnych kryteriow. Na tej podstawie zdecydowano si¢ na przeprowadzenie treningu
z wykorzystaniem modelu wielojezycznego XLM-RoBERTa base [Conneau i in., 2019]
i dwoch modeli jednojezycznych: HerBERT base [Mroczkowski i in., 2021], Polish
RoBERTa v2 base [Dadas, Peretkiewicz, Po§wiata, 2020]. Dodatkowo podjeto decyzje
o przeprowadzeniu treningu z wykorzystaniem — nieujetego w benchmarku KLE]J -
wielojezycznego modelu mDeBERTa v3 base [He i in., 2020], ktory dzigki zastosowanej
architekturze poprawia wyniki testu w zadaniu XNLI dla 15 jezykéw, osiggajac Sred-
ni wynik 79,8 w poréwnaniu z 76,2 osiggnietym przez wielojezyczny model RoBERTa
[Dadas, Peretkiewicz, PoSwiata, 2020].
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Tabela 7.2. Wyniki benchmarku KLE) dla réznych modeli

Nazwa modely Wynil:ﬂl-asjn[c;]r;larku Zasoby[f(pzr]zetuwe Bharakteryst[{(l;;; zastosowan

. Polish RoBERTa v2 large 889 nie spetnia Spefnia
 HerBERT large 84 vesea Speink
XLM-RoBERTa large + NKJP 878  despeiia spefnia
 Polish RoBERTa large 878  riespea Spenia
 XLI-ROBERTa large 875  riespea Spefnia
 Polsh RoBERTa-v2 base 86,8  seia Spefnia
 XUI-RoBERTa large 86,6  riespema speinia
 HerBERT hase 3 sema spelnia
TrelBERT 86,1 spetnia nie spetnia
 Polish RoBERTa hase 853  wea spetnia
- XUI-RoBERTa large 847  respeiia Spefnia
 PolitBert v32K inear 50K (kika rodzajow) 835 s nie spefnia
 Sup-SimCSE SNLI XLW-R hase 817  spea nie spefnia
 Polbert (cased) 81,7 spetnia spefnia

XLM-ROBERTa hase w5 s spefria

Zrédto: opracowanie wiasne.

71.7.2. Trenowanie modeli

Wskazane wyzej modele zostaty dostrojone na podstawie opracowanych zbioréw
danych z uwzglednieniem nastepujacych wartoSci hiperparametréw: learning rate
(testowano wartosci: 2e-6, 3e-6, 5e-6, 1e-5) oraz optimizer (adamw torch dla wszyst-
kich wybranych modeli i dodatkowo rmsprop oraz nadam dla modeli: mDeBERTa
v3 base, HerBERT base).

Wykonano optymalizacje hiperparametréw metoda bayesowska z wykorzysta-
niem funkcji sweep, dostepnej w narzedziu Weights & Biases [2025]. Metoda ta polega
na tworzeniu probabilistycznego modelu funkeji celu, ktérg chcemy zminimalizowac
lub zmaksymalizowa¢ (przyjeto konfiguracje: maksymalizacja wartosci funkcji F1
dla klasy pozytywnej) podczas trenowania modelu. Proces ten polega na iteracyjnym
wyborze kombinacji hiperparametréw, trenowaniu modelu, ocenie wynikéw i aktuali-
zacji przekonan na temat najlepszych wartosci hiperparametréw. Egcznie wykonano

192 proby w poszukiwaniu optymalnych wartosci hiperparametréw. Najlepsze wyni-
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ki osiggnieto z zastosowaniem optymalizatora ,adamw torch” oraz wartosci learning
rate: 1e-5 (model: herbert base oraz Polish RoBERTa base), 2e-6 (model XLM-RoBERTa
base), 5e-6 (model mDeBERTa v3 base). Wskazane hiperparametry zostaty uzyte do
przeprowadzenia ostatecznych eksperymentow.

1.8. Do$wiadczenia z przeprowadzonych eksperymentow

Zaprezentowane wyniki zostaty zebrane w trakcie 240 treningéw modeli jezyko-
wych, przy 24 wariantach kombinacji rodzaju modelu i zbioru treningowego oraz
10 wariantach losowej inicjalizacji modelu.

We wszystkich przypadkach treningu modeli jednojezycznych model HerBERT
base osiagnat wyzsze wyniki F1 dla pozytywnej klasy niz model Polish RoBERTa v2 base
podczas poréwnania zaréwno wartosci maksymalnych, jak i Srednich osiggnietych
w kolejnych treningach z r6zng losowa inicjalizacja. Podobnie we wszystkich przy-
padkach treningéw modeli wielojezycznych model mDeBERTa v3 base osiggnat wyz-
sze wyniki F1 dla pozytywnej klasy niz model XLMRoBERTa base podczas poréwnania
zaréwno warto$ci maksymalnych, jak i Srednich osiagnietych w kolejnych treningach
z167n3 losowy inicjalizacja (tabela 7.3).

Tabela 7.3. Maksymalne i $rednie wartosci F1dla klasy pozytywnej, wyliczone dla zbioru
testowego TEST wedtug wybranych czterech modeli trenowanych z dziesiecioma
réznymi losowymi inicjalizacjami parametrow (CB = ClaimBuster)

Model HerBERTbase PolishRoBETav2base = mDeBERTavahase XLM-RoBERTabase
¢ Zhior treningowy maks. r. maks r. maks. r. maks. $r.
OBl 773 7080 7259 6991 . 7235 . 7077 . 6987 | 6721
- CB-pl+BAZA M2 & 7376 7186 44 7213 721 7080
- CB-pl+FILTR . 7868 753 M3 726 7553 7289 7349 . Ti8
Bpl+BAZA+FUR 7956 7625 7657 | M9 . 754 . N Mgl 7239
. CBen - - - - mB% 6% . 7103 . 6884
. CBen+BAZA I e T /LT YT Y| I A 1)
. CBen+FILTA - - oo Tw . % a2
 CBen+BAZA<FITR | - - - - 978 7130 7160 | 7534

Zrodto: opracowanie wlasne.

Zastosowanie do treningu wylacznie danych ze zbioru ClaimBuster pozwalato
osiggnac na polskim testowym zbiorze TEST najlepszy wynik F1 na poziomie 73,26
dla zbioru treningowego w jezyku angielskim oraz 72,73 dla zbioru w jezyku polskim.
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Wyniki osiggniete na angielskojezycznym zbiorze testowym CheckThat23-en wyniosty
91,08, czyli 0 2% wigcej niz zwycigski model zgloszony na ten konkurs, gdy do treningu
zostala uzyta angielska wersja zbioru ClaimBuster, a tylko 88,12, gdy model byt treno-
wany na przettumaczonej na polski wersji zbioru. Wyniki osiggniete na tym samym
zbiorze testowym przettumaczonym na polski CheckThat23-pl wyniosty 88,12, gdy do
treningu zostata uzyta angielska wersja zbioru ClaimBuster i az 91,35, gdy model byt
trenowany na wersji zbioru przettumaczonej na polski. Podobna, okoto trzyprocen-
towa, ré6znica w obu przypadkach przemawiata na korzys¢ stosowania zbioru trenin-
gowego i testowego w tym samym jezyku.

Rozszerzenie zbioru treningowego o dodatkowe przyktady w jezyku polskim
poprawiato wynik na polskim testowym zbiorze TEST. Przy treningu na angielsko-
jezycznym ClaimBusteren dodanie zbioru BAZA poprawiato srednio wynik o 3,62%,
dodanie zbioru FILTR poprawiato Srednio wynik o 6,0%, a dodanie obu zbioréw
BAZA i FILTR poprawiato srednio wynik o 7,24%. Podobne wyniki na zbiorze testo-
wym CheckThat23-en zostaty osiggniete przy treningu na obu zbiorach ClaimBuster-
-pl oraz ClaimBuster-en. Jednocze$nie rozszerzenie zbioru treningowego o dodatkowe
przyklady w jezyku polskim pogarszato wynik na polskim testowym zbiorze Check-
That23-pl przy treningu na angielskojezycznym ClaimBuster-en. Spadki wynosity
Srednio 5,24% po dodaniu, dodanie zbioru FILTR pogarszato Srednio wynik o 4,96%,
a dodanie obu zbioréw BAZA i FILTR pogarszato Srednio wynik o 7,49%. Rozszerze-
nie zbioru treningowego ClaimBuster-en poprawiato wyniki dla CheckThat23-pl jak
w poprzednich przypadkach. Usrednione wyniki przedstawione zostaty w tabeli 7.4,
a wyniki w formie wizualnej na rysunku 7.2.

Tabela 7.4. Maksymalne i $rednie wartosci F1 dla klasy pozytywnej, wyliczone dla trzech zbiorow
testowych wedtug wybranych czterech modeli trenowanych z dziesiecioma roznymi
losowymi inicjalizacjami parametrow (CB = ClaimBuster)

: Zhidr testowy Sredni wynik F1 Maksymalny wynik F1
 Tbiortreningowy - CheckThat23-en  CheckThat23-pl - TEST - CheckThat23-en - CheckThat23-pl - TEST
OBl 8% 80 697 . s8R 9135 7273
. CB-pl + BAZA . %06 . 8283 . 7206 . 885 . 9048 . 7542
. CB-pl +FILTR . 8385 . 8539 . 7300 . 8938 . 9238 . 7668
. CB-pl + BAZA + FILTR 83,62 84,67 41 89,30 90,32 79,56
. CB-en . 859 8128 . 6908 . 9108 883 . 3%
. CB-en +BAZA el 804 . 7270 . %@59 . en 7
. CB-en +FILTR 8894 . 6% . 7508 909 . 8454 . 7130
. CB-en +BAZA + FILTR 89,32 73,79 76,32 92.45 8128 7978

Zrodto: opracowanie wlasne.
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Rysunek 7.2. Wykresy pudetkowe miar F1 dla klasy pozytywnej, wyliczonych dla trzech réznych
zhiordw testowych (poszczegdlne wykresy) wedtug czterech réznych modeli (kolor)
trenowanych na o$miu réznych zhiorach treningowych (wiersze w grupie)

Zhiér treningowy

Zhidr treningowy

Zhiér treningowy

1. ClaimBuster-pl

2. ClaimBuster-pl + BAZA

3. ClaimBuster-pl + FILTR

4. ClaimBuster-pl + BAZA + FILTR
9. ClaimBuster-en

6. ClaimBuster-en + BAZA

7. ClaimBuster-en + FILTR

8. ClaimBuster-en + BAZA + FILTR

1. ClaimBuster-pl

2. ClaimBuster-pl + BAZA

3. ClaimBuster-pl + FILTR

4. ClaimBuster-pl + BAZA + FILTR
5. ClaimBuster-en

6. ClaimBuster-en + BAZA

7. ClaimBuster-en + FILTR

8. ClaimBuster-en + BAZA + FILTR

1. ClaimBuster-pl

2. ClaimBuster-pl + BAZA

3. ClaimBuster-pl + FILTR

4, ClaimBuster-pl + BAZA + FILTR
5. ClaimBuster-en

6. ClaimBuster-en + BAZA
7.ClaimBuster-en + FILTR

8. ClaimBuster-en + BAZA + FILTR

mm herbert

Zrédto: opracowanie wiasne.
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Najlepsze wyniki F1 na polskim testowym zbiorze TEST, czyli 79,78%, osiaggnat
model mDeBERTa v3 base z wykorzystaniem do treningu potgczonych zbioréw Claim-
Buster-en oraz BAZA i FILTR. Tylko nieznacznie gorszy wynik, 79,56%, osiggnat model
HerBERT base trenowany z uzyciem ClaimBuster-pl oraz BAZA i FILTR.

Podsumowanie

Przeprowadzona analiza literatury wskazata na niejednoznaczne rozumienie
pojecia ,stwierdzenie wymagajace weryfikacji” (check-worthy). Zebrane wskazéwki
oraz wcze$niejsze doSwiadczenia pozwolily jednak na opracowanie spéjnego prze-
wodnika anotacji i utworzenie wlasnego zbioru tekstow wysokiej jakosci, co odpo-
wiada na pierwsze pytanie badawcze (P1).

Istniejgce zbiory w jezykach obcych moga by¢ wykorzystane na dwa sposoby,
ktérych skutecznos$¢ zostata potwierdzona w toku prowadzonych badan. Pierwszy
z nich to maszynowe ttumaczenie zbioru i wykorzystanie do trenowania dedykowa-
nego modelu w jezyku polskim - potwierdzone dla zbioru ClaimBuster-pl i modelu
HerBERT. Drugi za$ to bezposrednie wykorzystanie dla trenowania modelu wieloje-
zycznego, co potwierdziliSmy dla ClaimBuster-en i modelu mDeBERTa v3 base. Wspo-
mniane sposoby odpowiadaja na pytanie badawcze P2. Przeprowadzone badania
wskazuja, ze oba modele osiggnety poréwnywalng skuteczno$é, mierzong wynikiem
F1 dla klasy pozytywnej i wynoszaca w zaokragleniu 80%. Odpowiadajac na trzecie
pytanie badawcze P3, nalezy wskaza¢, ze korzystniejsze jest uzycie modeli wieloje-
zycznych: unikamy koniecznosci thumaczenia zasobéw na jezyk polski oraz pozosta-
wiamy sobie mozliwos$¢ wykorzystania wiekszych i bardziej r6znorodnych zasobéw
w jezykach innych niz polski.

Aby uzyska¢ odpowiedz na czwarte pytanie badawcze P4, analizujac kombinacje
zbioru danych oraz modelu pod katem najlepszych rezultatéw uczenia maszynowe-
go, nalezy w pierwszej kolejnoSci odnie$¢ sie do sktadu zbioréw. Niezaleznie od tego,
czy byly trenowane modele jedno- czy wielojezyczne, najlepsze wyniki osiggnelisSmy
podczas wykorzystania kombinacji trzech zbioréw: ClaimBuster oraz wiasnych etykie-
towanych recznie danych z X, zaréwno tych wyszukanych na podstawie popularnych
stéw kluczowych, jak i filtrowanych reakcjami uzytkownikéw. Ciekawa jest réwniez
obserwacja, ze modele wielojezyczne uczyly si¢ lepiej, jesli byly trenowane na danych
w dwéch jezykach, w poréwnaniu z zasobami jednojezycznymi. Ponownie nalezy
zauwazy¢, ze ro6znorodnosc¢ data przewage. Jesli wezmiemy pod uwage same mode-
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le wielojezyczne, okazuje sie, ze praktycznie we wszystkich eksperymentach model
mDeBERTa v3 base osiggnat lepsze rezultaty niz model XLM-RoBERTa base.

W toku prowadzonych badan stwierdziliSmy, ze zwickszanie liczebnosci i réz-
norodnosci zbioru jest zasadne. Z danych zgromadzonych w tabeli 7.3 wynika, ze
zwickszanie liczebnosci zbioru treningowego prowadzi do zwigkszenia miary F1
na réznych zbiorach testowych, praktycznie niezaleznie od uzytego modelu. Nalezy
réwniez zauwazy¢, ze modele trenowane ze zbiorem FILTR, tj. wybrane z uwzgled-
nieniem reakcji uzytkownikow, osiggaja lepsze wyniki niz BAZA, wybrane losowo.
Azatem, odpowiadajac na pytanie badawcze P5, nalezy stwierdzié, ze warto opracowac
wiekszy zbior dla jezyka polskiego z bardzo dobrymi jakoSciowo anotacjami. Modele
wielojezyczne maja te dodatkowa przewage, ze moga korzystaé z wickszych zasobow,
bez koniecznosci thumaczenia. Wynika z tego, ze powinno si¢ poszukiwa¢ podobnych
zasobéw w innych jezykach, gdyz réwniez one przyczyniaja sie do lepszych wynikow
modeli wielojezycznych do stosowania dla jezyka polskiego. Rozbudowa zbioru dla
jezyka polskiego nie musi ogranicza¢ sie do zasobdw wytacznie polskich.

Whioski z przeprowadzonych badan ograniczaja sie do jezyka polskiego oraz
angielskiego. Z innych naszych prac wynika jednak, ze wzbogaca¢ moga si¢ tak odle-
gle jezyki jak niderlandzki i arabski. Zauwazamy réwniez pewne réznice w zbio-
rach testowych uzywanych w ramach ClaimBuster oraz opracowanych przez nas
(TEST) - ten drugi wydaje si¢ wigkszym wyzwaniem dla modeli. Kolejnym ograni-
czeniem jest liczebno$¢ zbioréw wysokiej jakoSci, gdzie recznie ocenione zostato
1500 dokumentéw. W najblizszym czasie liczbe te zwiekszymy docelowo do 15 000,
z wykorzystaniem metodyki opracowanej w ramach niniejszych badan. Modele beda
réowniez trenowane z wiekszg liczbg losowych inicjalizacji parametréow (tzw. seed),
gdyz zauwazyliSmy, ze warto$¢ F1 moze znacznie si¢ waha¢ ze wzgledu na wpadanie
w rézne minima lokalne.
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