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Streszczenie

Rozdzial przedstawia koncepcje hiperpersonalizacji w kontekscie przemystu 5.0, klu-
czowe roznice miedzy dawng a nowg personalizacjg oraz wyzwania zwigzane z ochro-
na prywatnosci uzytkownikéw. Szczegdlng uwage poswiecono wyjasnieniu trzech
paradokséw prywatnosci i personalizacji, zwigzanych z wysokim poziomem wiedzy
ptynacej z danych. Wyniki naszych badan wskazuja na konieczno$¢ zréwnowazenia
zaawansowanej personalizacji z ochrong prywatnosci zaréwno uzytkownikéw pro-
duktéw koncowych, jak i pracownikéw firm korzystajacych z hiperpersonalizacji. Pro-
ponujemy metode projektowania systeméw Al operujacych na danych uzytkownika
i dokonujacych analiz catkowicie na urzadzeniu koncowym (na przykladzie smart-
fonéw). Przedstawiamy takze przeglad technologii Al stosowanych w hiperpersona-
lizacji oraz metod privacy by design i edge computing.

Stowa kluczowe: personalizacja, Al hiperpersonalizacja, przemyst 5.0, odpowiedzial-
na Al, prywatnos¢, dobrostan uzytkownika, zrownowazony rozwoj

Rozdzial z monografii: Doligalski T., Kaszynski D. (red. nauk.), Sztuczna inteligencja
w przedsigbiorstwach i gospodarce (AI Spring 2024), Warszawa 2025.

Monografia oferowana jest w swobodnym dostepie do pobrania na stronie AI Lab SGH.



130

HIPERPERSONALIZACJA UiY’CIEM Al
ZZACHOWANIEM PRYWATNOSCI UZYTKOWNIKA

Wprowadzenie

W ostatnich latach koncepcja przemystu 5.0 wprowadza nowa hierarchie celow,
ktadac nacisk na zréwnowazony rozwdj i integracje technologii z ludzkimi aspektami
pracy. Celem niniejszego rozdziatu jest identyfikacja roli hiperpersonalizacji w prze-
mysle 5.0 oraz ustalenie wyzwan zwigzanych z ochrong prywatnosci uzytkownikow.
Istnieja juz rozwigzania techniczne, ktdre sprzyjaja personalizacji doSwiadczeh uzyt-
kownika, opierajac si¢ na danych i ochronie prawa uzytkownikéw do zachowania
prywatnosci.

Koncepcja przemystu 5.0 jest nowym konstruktem, warto przywotaé wigc jego
definicje, stworzong jako wypadkowa dwunastu innych definicji przez Kovari [2024,
s.270]: ,,Przemyst 5.0 koncentruje si¢ na efektywnej wspoétpracy cztowieka z maszy-
nami, aby zwiekszy¢ elastycznos¢ i zréwnowazony rozwoéj, polegajac na inteligent-
nych maszynach. Przemyst 5.0 opiera si¢ na osiggnieciach przemystu 4.0, ale zamiast
zastepowac ludzi, ma na celu wykorzystanie potencjatu ludzkiej inteligencji w inte-
rakeji czlowiek — maszyna bardziej niz kiedykolwiek wczesniej. Pozwoli to ludziom
wykorzysta¢ swoje zdolnosci poznawcze i szybkg adaptacje do poprawy bez poswie-
cania dokladnosciispojnosci oferowanych przez inteligentne maszyny. W ten sposéb
przemyst 5.0 koncentruje si¢ na wptywie ekonomicznym, srodowiskowym i spotecz-
nym, aby dokonywa¢ zréwnowazonych wyboréw”'.

W przemysle 5.0 uczymy sie¢ i redefiniujemy cele na biezgco, zmieniajac akcenty
iumieszczajac czlowieka w centrum transformacji. Gtéwnym czynnikiem wplywajacym
nazmiang priorytetdw jest upowszechnienie sztucznej inteligencji (artificial intelligen-
ce, Al) oraz pojawiajace si¢ wyzwania prawne, etyczne, spoteczne. Wersja 4.0, odpo-
wiadajac na potrzeby przedsiebiorstw typu lean, takie jak eliminacja marnotrawstwa,
zwiekszenie efektywnosci, standaryzacja proceséw, szybkie reagowanie na zmiany oraz
ciagle doskonalenie sie, promowata automatyzacje i dostosowywanie si¢ do potrzeb
uzytkownika/klienta [Trzcielifiski, 2020]. Z kolei przemyst 5.0 uzupetnia te potrzeby
irozszerza rozumienie cztowieka w centrum zainteresowania o pracownikéw, pod-
kreslajac potrzebe wspoétpracy miedzy inteligentnymi systemami oraz zrownowazenie

potrzeb ludzi (pracownikéw, uzytkownikéw, konsumentéw), a nie przedsiebiorstw.

1 Oryginalne cytowanie z artykutu w jezyku angielskim (thumaczenie wtasne): “Industry 5.0 focuses on
effective human co-work with machines to increase flexibility and sustainability by relying on smart
machines. Industry 5.0 builds on the achievements of Industry 4.0, but rather than replacing humans,
it aims to exploit the potential of human intelligence in human-machine interaction more than ever
before. This will allow people to use their cognitive abilities and rapid adaptability to improve with-
out sacrificing the accuracy and consistency offered by intelligent machines. In this way, Industry 5.0
focuses on economic, environmental and social impact to make sustainable choices”.
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To przewarto$ciowanie w przemysle 5.0 odpowiada na pojawiajace si¢ wyzwa-
nia zwigzane z integracja nowych technologii z ludzkimi aspektami pracy, zapew-
nieniem bezpieczenstwa i etyki danych oraz zréwnowazonego rozwoju i adaptacji
infrastruktury. Zaktada tez nieustanng adaptacje jako kluczowy czynnik zréwnowa-
zonego rozwoju, gdzie znaczacg role w tej przemystowej ewolucji odgrywaja coraz
to nowsze technologiczne innowacje [Nahavandi, 2019; Piccarozzi, Silvestri, Silve-
stri, Ruggieri, 2024].

Z kolei wzrastajagce mozliwosci techniczne oraz rosnaca potrzeba personaliza-
¢jijuz nie tylko produktéw i ustug, ale tez doswiadczen uzytkownikéw sprawiajg, ze
coraz czeSciej mowi sie o hiperpersonalizacji. Duzym wyzwaniem staje si¢ osiagnie-
cie rownowagi pomiedzy personalizacja uzytkownika a prywatnoscia. Jeszcze wigk-
szym wyzwaniem jest elastyczno$¢ w sytuacji zacierajacych sie granic wobec tego, co
uzna¢ za korzys¢, a co za szkodliwo$¢ [Finck, 2021; Solove, 2020; Zuboff, 2023] wraz
zrosnaca wrazliwoscig dotyczaca danych cyfrowych [Graepel, Kosinski, Stillwell, 2013].

Dawna personalizacja skupiata si¢ na dostosowywaniu produktéw do szerokich
grup uzytkownikéw, opierajac si¢ na analizie danych demograficznych i ogdlnych
charakterystykach. Wspétczesna hiperpersonalizacja dzigki zaawansowanym tech-
nologiom umozliwia dostarczanie spersonalizowanych rozwigzan na podstawie
szczegotowych danych zebranych w czasie rzeczywistym, tworzgc unikalne doswiad-
czenia uzytkownikéw i przewidujac ich przyszie potrzeby. Ta wspdtczesna koncep-
cja znaczgco rézni sie od dawnych metod personalizacji opartych na poszukiwaniu
cech typowych dla grup, co pokazano w tabeli 8.1. Dzieki zaawansowanym techno-
logiom, takim jak sztuczna inteligencja i big data, mozliwe jest dostosowywanie pro-
duktéw do indywidualnych potrzeb uzytkownikéw w czasie rzeczywistym. Podczas
gdy tradycyjna personalizacja byla ograniczona do grup uzytkownikéw o wspél-
nych cechach, hiperpersonalizacja koncentruje si¢ na jednostkowych preferencjach,
bazujac na szczegbtowej analizie danych z wielu Zzrédet. Teraz przestaliSmy tworzy¢
produkty o konkretnych cechach a zaczeliSmy tworzy¢ automatycznie adaptowalne
doswiadczenia uzytkownika [Kovari, 2024; Kuksa, Skinner, Fisher, Kent, 2022]. Naste-
puje zwrot w kierunku ztozonych algorytmoéw, ktére na podstawie danych przewiduja
potrzeby uzytkownikéw, wykorzystuja ich zachowania, ich zaangazowanie w czasie
rzeczywistym, a nawet reakcje emocjonalne, aby dostroi¢ interakcje i oferty. Techno-
logia umozliwia przejscie od doswiadczen typowych dla segmentéw do prawdziwie
zindywidualizowanych, gdzie segmentow jest tyle, ilu uzytkownikoéow.

Hiperpersonalizacja ustug wymaga kolejnego przesuniecia akcentéw i wyzna-
czanych priorytetéw dla firm - z wysokiej produktywnosci i zaawansowania techno-

logicznego w strone zorientowania si¢ na dopasowanie do klientéw jako domyslnej
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strategii. Konsekwencja takiej postawy jest zmiana osrodka zarzadzania technolo-
gia, gdzie to docelowy uzytkownik staje si¢ jej kontrolerem i wykorzystuje narzedzia
dostarczane przez przemyst 5.0 z korzyscig dla wlasnego dobrostanu [Alves, Gaspar,
Lima, 2023]. Oproécz indywidualnych zyskow to nowe podejscie powinno wzmacniaé
zaréwno rozwoj ludzi, wspétprace miedzy nimi, jak i kooperacje miedzy uzytkowni-

Cecha Dawna personalizacja : Nowa hiperpersonalizacja

: Zasieg oparcie segmentacji na typowych uzytkownikach dopasowanie do jednostkowych preferencii

: : réznie zdefiniowanych grup np. wedtug zmiennych : z wykorzystaniem dostepnych cyfrowych danych

: - demograficznych ‘

Technologia ograniczone narzedzia analizy danych (ankiety, zaawansowane narzedzia: Al, big data, uczenie

: hadania) maszynowe

Dane dane demograficzne, historyczne, zbiorcze dane hehawioralne, w czasie rzeczywistym,

f wielokanatowe

Zakres ograniczona, powierzchowna w celu uchwycenia gteboka, precyzyjna, indywidualna, ograniczona

 personalizacji najhardziej typowego zakresu cech, statystyczna  : tylko dostepem do danych

Sposch : reaktywne: dostosowanie na podstawie przesztych : proaktywne: przewidywanie przysztych potrzeb :
132  dostosowania - zachowan, najczesciej zachowan dla grupy - zuwzglednieniem kontekstu sytuacyjnego w czasie

‘ ¢ rzeczywistym :

Cele maksymalizacja zaspokojenia potrzeh grup tworzenie unikalnych, personalizowanych :

‘ docelowych doswiadczen, adaptowanych w czasie rzeczywistym :

Interakcja rzadka, mato dynamiczna czesta, dynamiczna, w czasie rzeczywistym

kami a maszynami.

Tabela 8.1. Porwnanie dawnej i obecnej personalizacji

z uzytkownikiem

Zakres zhieranych
: danych

ograniczony do kilku zmiennych (wiek, pte¢, uzycie
produktu)

wielowymiarowe dane: lokalizacja, nawyki,
preferencje, dane z wymiany spotecznej, poglady

- Irédta danych

ankiety, dane transakcyjne

dane z medidw spotecznosciowych, aplikacii,
internet rzeczy (loT)

Zrédto: opracowanie wiasne.,

8.1. Hiperpersonalizacja i paradoksy prywatnos$ci

Hiperpersonalizacja, bedgca rozwini¢ciem personalizacji, polega na technolo-
gicznym dostosowaniu produktéw i ustug do indywidualnych potrzeb uzytkowni-
koéw na skale wieksza niz kiedykolwiek wezesniej. Technologie Al takie jak Machine
Learning i analityka predykcyjna, odgrywaja kluczowa role w hiperpersonalizacji
[Kuksaiin., 2022; Schrage, 2014]. Algorytmy przewidujace potrzeby uzytkownikéw
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na podstawie analizy zachowan i reakcji emocjonalnych moga dostroi¢ interakcje
i oferty w czasie rzeczywistym.

Przyktady zastosowania tych technologii obejmuja personalizowane rekomenda-
cje produktéw, dynamiczne dostosowywanie interfejsow uzytkownika oraz zindywi-
dualizowane kampanie marketingowe.

Personalizacja w cyfrowym Swiecie wymaga zaawansowanej analizy danych uzyt-
kownikéw, taczace dostosowanie produktu, ustugi do$wiadczen z maksymalizacja
satysfakcji uzytkownikoéw, stad tez liczne wyzwania zwigzane z prywatnoscia, etyka
iochrong danych. Prowadzi tez do paradokséw, trudnych do rozwigzania dotychcza-
sowymi metodami. Obszerne publikacje autoréw i autorek, takich jak Finck [2021],
Solove [2020], Zuboff [2023], dotyczace pojawiajacych sie paradokséw doprowadzity
do szerokiej dyskusjii trendu poszukiwania metod, ktére im przeciwdziataja i wyma-
gaja omowienia w kontek$cie prezentowanego rozwigzania.

Hiperpersonalizacja z zatozenia wymaga uzycia danych o uzytkowniku, traktowanych
czesto jako dane wrazliwe, co budzi obawy dotyczace ochrony prywatnosci. I chociaz obec-
ne trendy w technikach personalizacji wskazujg na odwrét od zasad gromadzenia duzych
ilosci danych (big data) w kierunku minimalizacji przetwarzania, to jednak dalej dotycza
one danych niosgcych za sobg duzy potencjat informacji o uzytkowniku lub pracowniku.
Z kolei Finck [2021] pisze o paradoksie regulacyjnym. Przepisy takie jak RODO maja
na celu ochrone prywatnosci uzytkownikéw, ale czesto nie nadazaja za szybkim poste-
pem technologicznym. Technologie rozwijaja si¢ szybciej niz regulacje, ktére sg two-
rzone reaktywnie, co prowadzi do luk prawnych i trudnosci w skutecznej ochronie
ludzi. Firmy muszg wiec na biezgco dostosowywaé swoje praktyki do zmieniajgcych
sie przepiséw, co bywa skomplikowane i kosztowne, oraz powinny angazowac uzyt-
kownikéw w dialog dotyczacy uzycia ich danych [Velasco, Reinoso-Carvalho, Escobar,
Gustafsson, Petit, 2024].

Trzeci paradoks stanowi mozliwo$¢ pézniejszego wykorzystania danych do celéw,
na ktoére uzytkownicy pierwotnie nie wyrazili zgody [Finck, 2021]. W miare rozwoju
technologii i pojawiania si¢ nowych mozliwosci biznesowych dane zebrane w jednym
kontekscie moga by¢ uzywane w innym, co moze naruszac zaufanie uzytkownikoéw
iprowadzi¢ do probleméw prawnych. Przyktadem moze by¢ uzycie danych zebranych
podczas zakup6éw online do tworzenia szczegdtowych profiléw konsumentéw bez ich
wiedzyizgody, a uzywanych w dowolnym celu 1gcznie z ich odsprzedazg [Zuboff, 2023].

Wprowadzenie hiperpersonalizacji wigze si¢ takze z wyzwaniami etycznymi. Firmy
muszg podejmowac decyzje dotyczace tego, jak dalece moga ingerowaé w prywatnos¢
uzytkownikéw w imie lepszego dostosowania ustug. Istnieje ryzyko, ze nadmierna
personalizacja moze prowadzi¢ do uzaleznien lub potencjalnej alienacji klientéw, co
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moze negatywnie wplyna¢ na ich zdrowie psychiczne i poczucie autonomii [Kuksa
iin., 2022]. Dlatego kluczowym elementem zarzadzania prywatnoscig w kontekscie
hiperpersonalizacji jest edukacja uzytkownikéw. Powinni by¢ swiadomi, jakie dane
sa zbierane, w jaki sposob sie je wykorzystuje i jakie majg prawa w zakresie ochrony
swoich danych. Transparentno$¢ i jasna komunikacja ze strony firm sg niezbedne do
budowania zaufania i zapewnienia, ze uzytkownicy czuja sie bezpiecznie, korzystajac
ze spersonalizowanych ustug [P6tzsch, 2009].

8.2. Poszukiwanie rozwiazania

Jedna z préb sprostania tym wyzwaniom jest koncepcja privacy by design, czyli
prywatnosci uwzglednianej jako priorytet juz na etapie projektowania technologii.
Prywatnos¢ staje si¢ integralnym i nienegocjowalnym elementem catego procesu two-
rzenia technologii, co zapewnia ochrone danych na kazdym etapie ich przetwarza-
nia [Cavoukian, 2012; Rocha, Silva, Dias, 2023]. Strategia minimalizacji danych, czyli
gromadzenie tylko tych danych, ktére sa niezbedne do realizacji okreslonych celéw,
rowniez odgrywa kluczowa role w ochronie prywatnosci uzytkownikéw. Kolejnym
filarem zwiekszajagcym ochrone i kontrole nad danymi jest przetwarzanie danych
na urzadzeniu uzytkownika (edge computing) zamiast przesylania ich do centralnych
serwerdw [Liniin., 2024]. Minimalizuje to ryzyko wycieku danych i pozwala na szyb-
sze przetwarzanie informacji.

Poszukiwane rozwigzanie nie mogto polegaé na dotychczasowych schematach
personalizowania ustug, czyli rozciggnietym w czasie gromadzeniu wszelkich dostep-
nych informacji o zachowaniu uzytkownika (np. §ledzeniu odwiedzanych stron inter-
netowych) lub przetwarzaniu i analizowaniu danych z historii uzywania smartfona
(co ma miejsce np. w aplikacjach bankowych, sieciach spotecznosciowych, platfor-
mach streamingowych).

Zaproponowanym konceptem odpowiadajacym na wyzwanie ochrony prywatno-
Sci uzytkownika w modelu privacy by design byta idea predykcji profilu osobowosci
przy uzyciu modelu machine learning juz w momencie uruchomienia ustugi cyfro-
wej, na podstawie danych dostepnych od momentu instalacji. Oprocz korzysci dla
uzytkownikéw w postaci zachowania prywatnosci (brak gromadzenia danych), takie
rozwigzanie dawaloby przedsigbiorstwom mozIliwos$¢ zaoferowania personalizacji
od pierwszego kontaktu z ustuga. Dodatkowy benefit stanowi takze mozliwos¢ uzy-
cia profilu uzytkownika niezaleznie od czgstotliwosci korzystania z ustugi. Kolejnym
wymaganiem dla poszukiwanego rozwigzania byla petna automatyzacja przewidy-
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wania cech uzytkownika, decydujacych o jego potrzebach i preferencjach. Ze wzgle-
du na mozliwo$¢ zr6znicowanego udzielania zgdd na dostep do chronionych danych
(lub brak takiej zgody) model predykcyjny musiat takze bra¢ pod uwage wszystkie
mozliwe kombinacje dostepu do danych na urzadzeniu koncowym.

Dodatkowo profil stworzony w wyniku chwilowego przetwarzania danych dostep-
nych podczas instalacji aplikacji bylby sam w sobie zminimalizowany, okreslajac tylko
te cechy, ktérych poziom zdefiniowany jako niski (ponizej dwoch odchyleni standar-
dowych od $redniej) i wysoki (powyzej dwdch odchylefr standardowych od Sredniej)
wskazywalby na szczegdblne i statystycznie r6zne potrzeby uzytkownika. Zaktadamy,
ze nie ma potrzeby specjalnego dostosowywania ustugi dla uzytkownikéw o przeciet-
nych potrzebach, zazwyczaj to wtasnie dla nich tworzone i projektowane sg ustugi.
Proponowana personalizacja skupia sie na uzytkownikach o potrzebach innych niz
typowe, np. skrajnych introwertykach, ktérzy potrzebuja znacznie mniej stymulacji
i bodzcéw, oraz skrajnych ekstrawertykach, ktérzy potrzebuja wiecej stymulacji niz
przecietny uzytkownik. Podobna zasada dotyczytaby wszystkich cech, ktére bytyby
przewidywane w modelu.

8.3. Budowanie i testowanie rozwiazania

Metodologia zastosowang w przeprowadzeniu badania byto Design Science, zapro-
ponowane przez Hevner i Chateerjee w 2012 r. Postuluje ono postepowanie w trzech
iteracyjnych cyklach: odpowiednioSci, rygoru i projektowania artefaktéw [Peffers
iin., 2007]. Pierwszym krokiem jest identyfikacja problemu i motywacji do przepro-
wadzenia badania nad rozwigzaniem. W kolejnym etapie weryfikuje sie potencjalng
uzyteczno$¢ artefaktéw w stosunku do istniejgcej bazy wiedzy. Nastepnie definiuje sie
cele dla rozwigzania i projektuje oraz rozwija docelowe rozwigzanie. Kolejnym kro-
kiem jest ocena artefaktéw, mierzaca ich efektywnos¢, a nastepnie ostateczne wyniki
s komunikowane wiasciwym interesariuszom [Venable, Pries-Veje, Baskerville, 2016].

Proces badawczy rozpoczat sie od wyboru koncepcji personalizacji i oparciu jej
na cechach osobowosci uzytkownikéw. W obszarach badan zwigzanych ze §ladami
cyfrowymi popularnym i wielokrotnie zweryfikowanym modelem osobowosci jest
big 5 [Krzeminska, RzeZnik, 2021]. Pie¢ wielkich czynnikéw osobowosci to: otwartos¢
na do$wiadczenie (tolerancja wobec nowego i nieznanego), sumienno$¢ (znoszenie
niepewnosci i chaosu), ekstrawersja (tolerancja na wysoka ilo§¢ bodzcéw i potrzeba
socjalizacji), ugodowos¢ (skupienie na potrzebach innych i che¢ wspoétpracy), stabil-
no$¢ emocjonalna (znoszenie stresu) [Costa, McRae, 1992].
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Kolejnym etapem byto przeprowadzenie badan jakosciowych, weryfikujacych
zréznicowanie korzystania z ustug cyfrowych oraz identyfikacja potrzeb uzytkowni-
koéw w zaleznoSci od profilu osobowosci, wyznaczanego kwestionariuszem IPIP-50.
Nastepnie w standardowej procedurze psychometrycznej utworzono wilasne narze-
dzie do przeprowadzenia testu osobowosci. W dalszej kolejnoSci powstata aplikacja
nasmartfony z systemem Android, w ktérej potaczone zostaty dwie funkcje - wypetnia-
nie testu osobowosci oraz zbieranie i przetwarzanie danych uzytkownikéw aplikacji.
Kategorie analizowanych danych to: dane telekomunikacyjne (np. historia potgczen
telefonicznych, wysytania wiadomosci tekstowych), ustawienia telefonu (np. jasnos¢
ekranu, wielkos¢ tekstu na ekranie, poziom baterii), dane statystyczne dotyczace zdjeé
(np. kolorystyka, liczba wykrytych twarzy, tryb czarno-bialy) oraz dane dotyczace
zainstalowanych aplikacji (np. lista aplikacji, czgsto$¢ ich uzycia).

Tabela 8.2. Miary jakosci modelu predykcji osobowosci uzyskane w badaniu

: Cecha osobowosci . Doktadnosé accuracy) F1
 Otwartose 073 068
 Sumiennost 069 062
Ekstrawersja 0,76 073
 Ugodowosté 072 063
Stahilnos¢ emocjonalna 069 0,62

Zrédto: opracowanie wiasne.

Pozyskiwanie i analizowanie danych zostato przeprowadzone na ponad 5000
uczestnikéw platnego panelu badawczego, ktérzy zostali poinformowani o zbie-
raniu anonimowych danych (bez 13czenia z jakimikolwiek identyfikatorami) oraz
udzielili niezbednych zgéd na dostep do danych przed rozpoczeciem korzystania
z aplikacji. Ostatecznie zebrano ponad 200 zmiennych réznego rodzaju, ktére po pota-
czeniu z wynikiem testu osobowosci zostaly na p6zniejszym etapie wykorzystane
w tworzeniu modelu predykcyjnego. Model machine learning przewidujacy profil
osobowosci zostal wytrenowany przy uzyciu bibliotek scikit-learn, pandas, numpy.
Ewaluacja jakoSci modelu nastgpita poprzez uzycie metryk accuracy, precision i F1
score na zbiorze testowym oraz poprzez walidacje krzyzowa. Wyniki, przedstawio-
ne w tabeli 8.2, pozwalaja na stwierdzenie, zZe stworzony przez uczenie maszynowe
model, przewidujacy profil osobowosci, osiggnat trafnosé (accuracy) 0,76 dla eks-
trawersji. To wskazuje na wysoka skuteczno$¢ modelu w przewidywaniu potrzeb
uzytkownikéw na podstawie danych z ich urzadzen mobilnych. Nieco nizsze wyni-
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ki osiggnieto dla pozostatych cech, w tym najnizsze dla sumiennosci i stabilnosci

emocjonalnej (0,6910,62 odpowiednio). Oznacza to, ze model przewidywania oso-

bowosci wypracowany w badaniu osiggnat lepsze wyniki niz benchmark utworzony

z 14 badan predykcji ze state-of-the-art (gdzie Srednia dla cech z najwyzszym accura-

cy wyniosta 0,69, a Srednia dla wszystkich cech: 0,643), ustepujac jedynie modelowi

korzystajacemu ze $ledzenia ruchéw gatek ocznych (tu osiggnieto accuracy 0,85),

jak wykazuje Krzeminska [2022]. Procedura tworzenia modelu wedtug metodolo-
gii Design Science zostata szczegdtowo opisana w pracy doktorskiej autorki niniej-

szego rozdziatu [Krzeminska, 2022].

Po wytrenowaniu i walidacji modelu predykcyjnego, dziatajacego na danych ze
smartfon6w, mozliwe stato si¢ utworzenie osobnego artefaktu - biblioteki systemu
Android. Dzigki temu w kazdg aplikacje na telefony mobilne z powyzszym systemem
moze zosta¢ wbudowany komponent przewidujacy profil klienta. Jest to mozliwe
dzieki wytrenowaniu modelu predykcyjnego na danych dostepnych od momentu
instalacji oraz potaczeniu ich z wynikami testu osobowosci. W przypadku nowych
klientéw model oczywiScie nie zna profilu ich osobowosci, ale jest w stanie go prze-
widywa¢ na podstawie swojego treningu. Testy techniczne wykazaly, ze czas przetwa-
rzania danych lokalnie i okreslenia osobowosci klienta wynosi ponizej jednej sekundy.
Aplikacje korzystajace z tego typu personalizacji moga wiec dopasowac swoj wyglad
i funkcjonalnosci do uzytkownika juz w trakcie pierwszego uruchamiania. Unikalna
cecha tego rozwigzania jest to, ze wszystkie obliczenia odbywajg si¢ na urzadzeniu
uzytkownika, a dane nie sg przesylane na zewnatrz, co chroni prywatnos¢. Sugeruje
to rozwigzanie dla trzech przywolywanych wczesniej paradokséw prywatnosci:

1. Pozadane przez uzytkownikéw dostosowanie ustugi do ich indywidualnych potrzeb
ma miejsce na urzadzeniu koncowym (w tym przypadku na smartfonie) na pod-
stawie jednorazowego, lokalnego dostepu aplikacji, na ktory wyrazaja zgode.

2. Nawet w sytuacji, gdy regulacje prawne nie nadazaja za postepem technologicz-
nym, przedsigbiorstwo dostarczajace aplikacje z komponentem personalizuja-
cym w spos6b zachowujacy prywatno$¢ nie ma dostepu do danych, dzieki ktérym
dokonywana jest indywidualizacja produktu. Nie ma wiec mozliwoSci wniosko-
wania czegos$ o kliencie z danych, ktére nie sg objete regulacjami.

3. W proponowanym rozwigzaniu nie istnieje przechowywanie danych, nie ma zbie-
rania historii dziatah uzytkownika. Oznacza to, ze dane nie moga zostaé uzyte
w p6zniejszym terminie do zastosowan, na ktére uzytkownicy nie wyrazili zgody.
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8.4. Dyskusja

Era paradoks6w prywatnosci wymaga szczegélnego zrozumienia potencjatu
i putapek technologii personalizacji. Nasze badania wskazujg na koniecznos¢ dal-
szej eksploracji potencjatu privacy by design oraz edge computing w kontekScie hiper-
personalizacji. Przyszte badania powinny skoncentrowac si¢ na rozwijaniu narzedzi
Al ktére tacza zaawansowang personalizacje z ochrong prywatnosci, oraz na analizie
dtugoterminowych skutkéw takich technologii dla uzytkownikéw. Spersonalizowane
doswiadczenia moga znacznie zwiekszy¢ zaangazowanie i satysfakcje uzytkownikow,
ale nie powinny odbywac si¢ kosztem naruszenia prywatnosci. Zrownowazenie tych
aspektéw wymaga solidnych rozwigzan technologicznych, rygorystycznych przepiséow
oraz zmiany podejscia do danych uzytkownikéw i w konsekwencji zmiany w podej-
$ciu biznesowym. Poszanowanie prywatnosci i autonomii uzytkownikéw w przemy-
§le 5.0 powinno by¢ priorytetem.

Rozwigzania podobne do zaproponowanych w rozdziale nie moga by¢ wdrazane
bez uprzedniej doktadnej i uczciwej analizy korzysci uzytkownikéw i biznesu. Swia-
domos¢ zagrozen pojawiajacych sie przy stosowaniu personalizacji [Zuboff, 2023
powinna doprowadzi¢ do uzupetnienia technologii o mechanizmy chronigce uzytkow-
nika, np. zapobiegajace uzaleznieniu lub nieSwiadome;j utracie kontroli i autonomii.

Niewatpliwie dalszych skrupulatnych i poglebionych badan wymagajg zaréw-
no biznesowe ograniczenia personalizacji, jak i te zwigzane z ograniczeniami same-
go uzytkownika. Myslac o ograniczeniach biznesowych, mozna stawia¢ pytania: Czy
personalizacja ma granice? Czy personalizujac w spos6b prawie doskonaty i zindy-
widualizowany wszystkie ustugi cyfrowe, doprowadzimy do sytuacji, w ktérej perso-
nalizacja wyczerpie swdj korzystny potencjal? Czy istniejq jakies alternatywy? Z kolei
myslac o ograniczeniach ze strony uzytkownika, nalezy rozwazy¢ i dobrze przebadac
aspekty zwigzane z r6znym poziomem potrzeb w zakresie personalizacji, poczucia
znudzenia lub zagrozenia nadmierng ilo$cig wiedzy o uzytkowniku lub takim pozio-
mem personalizacji, ktéry zaczyna uzytkownikowi zagraza¢ (uzaleznienie, zbyt duza
atrakcyjnos¢ cyfrowych doswiadczen). Oddzielnym aspektem wymagajacym dalszych
badan jest ryzyko braku rozwoju poznawczego i emocjonalnego w przypadku nad-
miernego dostosowywania si¢ lub nawet ryzyka braku potrzeby socjalizacji-bo czto-
wiek, majac wlasne autonomiczne cele, nie osiggnie takiego poziomu adaptywnosci,
jak potencjalnie moze osiagna¢ model oparty na sztucznej inteligencji. To ostatnie
z kolei jest wyzwaniem spotecznym, bo sprzyja rosnacej samotnosci.

Prezentowane rozwigzanie, cho¢ realizuje cele zwigzane z prywatnoscia oraz

oszczednym korzystaniem z zasob6w (minimalizacja ilosci danych i przetwarzania),
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wymaga rozwigzan uzupetniajacych, zwigzanych ze skalowalnoscig oraz opracowa-
niem miernikéw jakosci danych do stworzenia modelu oraz jakosci samego uzyskanego
profilu. Powinno by¢ wzbogacone o ocene zaufania do obu tych czynnikéw. Stanowi
to powazne wyzwanie w sytuacji braku gromadzenia danych oraz zachowania pry-
watno$ci danych. Istnieje juz szereg prac badawczych w obszarze federated analytics
i federated learning, ktérych celem jest budowa rozwigzan dedykowanych wymianie
niezbednych informacji przy zachowaniu prywatnosci [Liuiin., 2024].

Podsumowanie

W kontekscie przemystu 5.0 kluczowym wyzwaniem jest znalezienie rownowagi
miedzy zaawansowang personalizacja a ochrong prywatnosci uzytkownikéw. Nasze
badania wskazuja, ze zastosowanie koncepcji privacy by design oraz strategii minimali-
zacji danych moze skutecznie adresowac te wyzwania. Proponowane rozwigzanie, pole-
gajace nalokalnym przetwarzaniu danych, minimalizacji zbieranych informacji oraz
integracji ochrony prywatnosci juz na etapie projektowania, zapewnia wyzszg jakos¢
spersonalizowanych ustug oraz gwarantuje bezpieczefnstwo danych uzytkownikow.

Jednym z przysztych kierunkéw rozwoju technologii personalizacji w przemysle 5.0
jest wykorzystanie federated learning. Podejscie to pozwala na trenowanie modeli Al
bez koniecznosci centralizowania danych uzytkownikéw. Dzieki temu modele moga
by¢ aktualizowane na podstawie danych lokalnych, bez gromadzenia danych trenuja-
cych, co zwigksza poziom ochrony prywatnosci, minimalizuje ryzyko wycieku infor-
macji oraz pozwala na ciggte doskonalenie algorytmoéw.

Dodatkowo federated analytics moze by¢ stosowane do monitorowania aktualno-
$ci wykorzystywanych modeli bez narazania prywatnosci uzytkownikéw. Dzieki temu
firmy mogg na biezgco ocenia¢ efektywnos¢ personalizacjii wprowadzaé niezbedne
poprawki, co zapewnia utrzymanie ustug wysokiej jakosci.

Przyszte badania powinny koncentrowa¢ si¢ na dalszym rozwijaniu technologii
federated learning i federated analytics, a takze na analizie ich wptywu na ochrone pry-
watno$ci i jako$¢ spersonalizowanych ustug. Dalszy rozw6j tych technologii, w pota-
czeniu z edukacja uzytkownikéw w zakresie ochrony ich danych, bedzie kluczowy
dla sukcesu przemystu 5.0 i zapewnienia zréwnowazonego rozwoju technologii per-
sonalizacji.

W przysztosci dalszy rozwdj technologii przemystu 5.0 powinien koncentrowaé sie
na edukacji uzytkownikéw (komunikacja korzysci i zagrozen zwigzanych z persona-

lizacja), rozwoju technologii sprzyjajacych ochronie prywatnosci oraz harmonizacji
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technologicznych innowacji z warto$ciami spotecznymi i etycznymi. Podobne rozwia-
zania beda stanowily istotne wsparcie dla realizacji celéw przemystu 5.0.

Prezentowane rozwigzanie zapewnia nie tylko wyzszg jakos¢ spersonalizowanych
ustug, ale rowniez gwarantuje bezpieczefstwo i ochrone danych uzytkownikéw, co
jest kluczowe w dynamicznie zmieniajacym sie Srodowisku przemystowym.

Nalezy przypuszczaé, ze przewage konkurencyjng zdobedzie ten, kto zrozumie, ze
mozna dostarczy¢ uzytkownikowi zindywidualizowane do$wiadczenie z poszanowa-
niem jego praw. Firmy musza oduczy¢ sie pokusy gromadzenia informacji o kliencie
i skupi¢ sie na tworzeniu wartoSci poprzez ochrone prywatnosci. Integracja nowych
technologii z ludzkimi aspektami pracy oraz zapewnienie bezpieczenstwa i etyki
danych beda kluczowe dla sukcesu przemystu 5.0.
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