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Streszczenie

Apache Spark to platforma do przetwarzania danych w trybie wsadowym oraz w czasie
rzeczywistym. Wazne wyzwanie, zwlaszcza w trybie przesytania w czasie rzeczywistym,
stanowi zapewnienie wysokiej przepustowosci i niskiego opdznienia. Jest to szczeg6l-
nie wazne w przypadku systemoéw Al dziatajacych w czasie rzeczywistym. W niniejszym
rozdziale przedstawiamy serie eksperymentéw majacych na celu identyfikacje parame-
tréw i konfiguracji Apache Spark, ktére moga zmniejszy¢ op6Znienia w transformacji
danych. W badaniu zweryfikowalismy najpopularniejsze transformacje danych: gru-
powanie i filtrowanie. Kluczowe ustalenia wskazujg, ze wybor klastra jednoweztowego
moze zapewnic¢ korzystny kompromis i osiggniecie rownowagi miedzy wydajnoscig
przesytania strumieniowego a efektywnoscig wykorzystania zasob6w.
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Wprowadzenie

Dane w czasie rzeczywistym odnoszg si¢ do informacji, ktére sa gromadzone,
przetwarzane i wykorzystywane natychmiast po ich wygenerowaniu, umozliwiajac
dziatanie w oparciu na najnowszych informacjach. Technologia Apache Spark jest
obecnie standardem w zakresie masowego przetwarzania danych. To platforma open
source do rownolegtego przetwarzania danych w pamieci operacyjnej [Apache Spark,
2020b]. Apache Spark jest takze uzywany w ustugach wiodacych dostawcéw chmu-
rowych, takich jak Amazon EMR [Amazon, 2019], Databricks [Databricks, 2023] lub
Google Dataproc [Google Cloud, 2022]. Spark oferuje ujednolicony system do obstugi
duzych zbioréw danych, algorytméw uczenia maszynowego i mozliwos¢ przetwarzania
danych w czasie rzeczywistym. Dziata na jednym serwerze lub w klastrach ztozonych
z wielu wezléw (serweréw). Modut Spark Streaming jest komponentem platformy
Spark, stuzagcym do przetwarzania danych w czasie rzeczywistym.

Inng technologia, powszechnie uzywanga do przesytania strumieniowego danych,
jest Apache Kafka. Podczas gdy Spark Streaming oferuje przetwarzanie danych i moz-
liwosci analityczne, Apache Kafka jest rozproszong platforma przesytania strumienio-
wego. Integracja obu platform upraszcza architekture dla analiz w czasie rzeczywistym
[Salloum, Dautov, Chen, Peng, Huang, 2016].

Spark dziata w rozproszonym Srodowisku, w ktérym dane i zadania obliczeniowe
sa rozproszone na wielu serwerach [serwery w klastrze nazywa si¢ potocznie wezta-
mi (nodes)]. Architektura ta powoduje wyzwania w diagnozowaniu waskich gardet
wydajnosci, poniewaz problemy moga wynika¢ z r6znych przyczyn, takich jak op6z-
nienie sieci, nierownomierna dystrybucja danych lub nieefektywna alokacja zaso-
béw. Ponadto w Spark Streaming wyzwania te zostajg spotegowane przez potrzebe
niskich opé6znien transformacji danych [Karau, Warren, 2017]. Zarzadzanie prze-
twarzaniem w trybie strumieniowym wymaga utrzymywania i aktualizowania stanu
danych w r6znych partiach danych oraz réznych punktach czasu. Ponadto optyma-
lizacja wykorzystania zasobéw (takich jak pamie¢ i procesor) staje sie bardziej zto-
zona, poniewaz system musi znalez¢ rownowage miedzy przetwarzaniem o niskim
opodznieniu a ograniczeniami zasobdow.

Co wiecej, narzedzia diagnostyczne i metryki do monitorowania wydajnosci
w Spark wymagaja zrozumienia wewnetrznej architektury platformy. Przyktadowo,
prezentowane w Spark parametry diagnostyczne, takie jak wykorzystanie pamieci
czy procesorow, nie daja jasnej wiedzy, w jaki sposéb dane odczyty przektadaja sie
na opo6znienia. Ten poziom wiedzy specjalistycznej nie zawsze jest fatwo dostepny.
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Czynniki te sprawiajg, ze zarzadzanie wydajnoscig w Spark, szczegdlnie w module
Spark Streaming, to wymagajace i ztozone zadanie.

Celem rozdziatu jest identyfikacja mozliwosci zwigkszenia wydajnosci platformy
Apache Spark w wybranych scenariuszach transformacji danych w czasie rzeczywi-
stym. Przetwarzanie danych w czasie rzeczywistym ma duze znaczenie dla systemow
sztucznej inteligencji, poniewaz modele Al moga wéwczas budowac swoje predykcje
w oparciu na najnowszych informacjach. Udostepnianie do modeli Al danych w czasie
rzeczywistym pozwala na ciagte douczanie modeli, uwzgledniajac nowe zdarzenia.

W badaniu skupiamy sie wytgcznie na module Spark Streaming. Ponadto nie bada-
my wylgcznie technologii Spark, ale takze jej integracje ze strumieniami Apache Kafka;
kontrolujemy szybkos¢ przeptywu danych, co pozwala zweryfikowa¢, w jaki spos6b
parametry Spark dziatajg dla r6znych szybkosci transmisji danych.

9.1. Technologia Apache Spark

Zwykle klaster Apache Spark sktada si¢ z serwera gléwnego (wezta) i wielu weztow
roboczych. W klastrze dzialajg dwa typy proceséw: sterownik (driver) i wykonaw-
ca (executor). Proces sterownika to gléwna jednostka przetwarzania danych; dzia-
1a na wezle gtéwnym i odpowiada za pozyskiwanie zasob6éw sprzetowych z klastra.
Proces sterownika rozpoczyna si¢ od przettumaczenia aplikacji (kodu Zrédtowego)
na zadania Spark. Nastepnie kazde zadanie jest ttumaczone na logiczny plan wyko-
nania, reprezentowany jako skierowany graf acykliczny (DAG). Wyjatek stanowig kla-
stry jednowezlowe, w ktérych zaré6wno proces sterownika, jak i proces wykonawczy
sg uruchamiane na serwerze gtéwnym. Kazdy wykonawca ma wylaczne zasoby sprze-
towe do obstugi zadan przetwarzania [Chao, Shi, Gao, Luo, Wang, 2018].

Transformacje danych w Apache Spark to procesy, ktére przeksztatcajg zbiér
danych z jednej formy w druga. Reprezentacja struktury danych sg w Spark tzw. ramki
danych (data frame), ktére przypominaja swoja budowg tabele (posiadaja kolumny
o okreslonych typach, zas grupy kolumn sg zorganizowane w wierszach).

Spark oferuje mozliwo$¢ stosowania powszechnie uzywanych jezykéw progra-
mowania, takich jak: Java, Python, SQL, R i Scala, oraz przetwarzania danych z réz-
nych zrédet i w r6znych formatach, takich jak ptaskie pliki CSV, Parquet, Avro, ORC,
JSON itp. Posiada kilka wbudowanych modutéw (poza Spark Streaming), ktdre stuza
do przetwarzania danych w zaleznoSci od celu, takich jak: Spark SQL przetwarzajacy
dane strukturalne, MLib - biblioteka uczenia maszynowego czy GraphX przetwarza-
jacy grafy (rysunek 9.1).
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Rysunek 9.1. Komponenty Apache Spark

R Python Scala SaL Java

Zrédto: Damji, Wenig, Das, Lee [2020].

Informacje dotyczace gléwnych cech Apache Spark zostaty zawarte w nastepuja-
cych stwierdzeniach [Apache Spark, 2020a]:

1. Dane w Spark sa partycjonowane przy uzyciu tzw. partycji haszujgcych. Partycjo-
nowanie haszujace proébuje réwnomiernie roztozy¢ dane na podstawie klucza
[Chambers, Zaharia, 2018; Damyji et al., 2020].

2. Spark buforuje dane w pamieci operacyjnej na wielu weztach.

3. Dzigki zastosowaniu ramek danych Spark zapewnia wysoka dostepnos¢ w przy-
padku awarii. Jesli dany wezet ulegnie awarii, Spark moze ponownie obliczy¢ utra-
cong partycje z oryginalnego zestawu danych.

4. Sparkjest wysoce skalowalny, z mozliwo$cig obstugi petabajtéw (milionéw giga-
bajtéw) danych na wielu weztach.

Zarzadzanie wydajnoScia klastra Spark jest ztozone ze wzgledu na rozproszona
nature Spark i potrzebe optymalizacji na r6znych warstwach, w tym partycjonowania
danych, serializacjiizarzgdzania pamiecig. Kazda warstwa ma wlasny zestaw parame-
trow, ktore nalezy dostroi¢ pod katem zgodnosci z innymi. Spark oferuje ponad 180
parametréw konfiguracyjnych [Apache Spark, 2020a], z ktérych kilkadziesigt doty-
czy dostrajania wydajnosci.

9.2. Badania powiazane
Badania wydajnosci Apache Spark skupiajg si¢ na dwoch strumieniach badaw-

czych: ocenie wydajnosci [Wang, Khan, 2015] i przewidywaniu (predykcji) wydajnosci
[Cheng, Ying, Wang, 2021]. Strumienie te jednak koncentrujg si¢ gtéwnie na prze-
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twarzaniu wsadowym. Strumien badania wydajnosci Spark dotyczy poréwnywania
wydajnosci technologii przy wykorzystaniu testéw poréwnawczych i dostrajania
parametréw Spark. Popularnymi scenariuszami testéw poréwnawczych wydajnosci
sa WordCount i Terasort [IBM, 2021]. Na przyktad Ahmed, Barczak, Rashid i Susnjak
[2021] wykonali testy oparte na tych scenariuszach dla 18 parametréw Spark. Kluczo-
wym odkryciem byto to, ze Spark ma wyzsza wydajno$¢ w poréwnaniu z technologia
Hadoop MapReduce. Spark okazat si¢ szybszy dwukrotnie w tescie WordCount i czter-
nastokrotnie w przypadku TeraSort. Naukowcy wykorzystuja rowniez kompleksowa
platforme testowa HiBench [Ahmed et al., 2021] - zunifikowanga do oceny wydajno-
Sci systemo6w intensywnie wykorzystujacych dane. Samadi, Zbakh i Tadonki [2018]
przeprowadzili poréwnanie technologii Hadoop MapReduce z technologia Spark,
korzystajac z tej platformy. Okazalo sig, ze Spark odznacza si¢ wiekszym wykorzy-
staniem procesora i operacji wejscia/wyjscia, a jednoczes$nie wyzsza wydajnoscia niz
MapReduce (szczegélnie w przypadku obstugi wiekszej ilosci danych). W tym nur-
cie badawczym istnieja réwniez badania bezpoSrednio skupiajace sie na wydajnosci
algorytmoéw Al dziatajacych na Spark [Mavridis, Karatza, 2017].

Nurt badawczy zwigzany z predykcja wydajnosci Spark jest np. reprezentowany
przez Petridisa, Gounarisa i Torresa [2017]. Badacze wskazuja, w jaki sposdb zastapic¢
domyslne wartosci parametréw warto$ciami oszacowanymi przez modele predyk-
cyjne. Badanie koncentrowato si¢ gléwnie na algorytmach sortowania, kompresji
i zarzadzaniu pamiecia. Dowiedziono w nim, iz najwiekszy wptyw na jakos¢ predyk-
cji wydajnoSci Apache Spark ma parametr spark.shuffle.compress.

Inne podejscie do predykcjiidostrajania parametréw zwigzanych z wydajnoscia
zostato wprowadzone przez Petrova, Butakova, Nasonova i Melnika [2018]. W arty-
kule zaproponowano adaptacyjny model wydajnosci, dedykowany skalowaniu zaso-
boéw systemowych w zalezno$ci od wymagan dotyczacych opdznien. Przeprowadzono

zestaw eksperymentéw, ktéry pozwolil na uzyskanie 66% poprawy wydajnosci.

9.3. Zakres eksperymentu

Eksperyment polegat na uruchomieniu serii testow przetwarzania Spark Streaming
zintegrowanych z Apache Kafka. Zadania Spark obejmowaty potgczenie z okreslonym
strumieniem Kafka - tematem (topic), a nastepnie zebranie danych i przeprowadzenie
transformacji. Eksperyment zostat przygotowany w jezyku programowania Python.
Kody zrédtowe umieszczono w publicznym repozytorium Github. Utworzono dwa
programy: program producenta, ktéry wysytat dane do tematu Kafka z okreslona
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predkoscia, oraz program konsumenta, ktéry odczytywat dane z tematu, wykonywat

odpowiednie transformacje i zapisywat wyniki. Przygotowalismy szereg scenariuszy

testowych - kazdy z nich obejmuje potgczenie Apache Spark z tematem Kafka, pobranie

przychodzacych danych iich transformacje. Scenariusze zostaty zdefiniowane przez:

= konfiguracje predkosci transmisji danych (600, 1200, 1800 i 3000 rekordéw na
minute);

= konfiguracje liczby partycji w temacie Kafka (1, 2 lub 3);

= konfiguracje sprzetowa klastra Apache Spark (liczba weztéw);

= typ transformacji danych (filtrowanie i grupowanie);

= ustawienia parametréw Spark.

Wszystkie scenariusze testowe zostaly uruchomione w infrastrukturze ustug Ama-
zon EC2. Platforma Apache Spark zostala dostarczona przez Srodowisko Databricks.
Wykorzystalismy Structured Streaming API w Apache Spark. Kazdy z wykonawcéw
w klastrach miat 4 rdzenie procesora i 30,5 GB pamieci RAM.

9.3.1. Przeptyw danych

Koncepcje eksperymentu i przeptyw danych przedstawiono na rysunku 9.2. Pro-
ducent generuje dane w petli, na podstawie konfiguracji zapisanej w pliku. Po stronie
Spark konsument taczy si¢ online ze strumieniem danych, po czym odczytuje dane
z okreslonego tematu bezposSrednio do ramki danych. Nastepnie dane sg transfor-
mowane.

Na kazdym etapie transmisji i transformacji danych konsument rejestruje infor-
macje, zawierajace znacznik czasu na danym etapie. Posiadajac dane znacznika czasu
na kazdym etapie przetwarzania danych, moze za$ obliczy¢ opdznienia (latencje) dla
kazdego kroku. Nastepnie obliczone op6Znienie jest zapisywane w repozytorium plikow,
wraz z konfiguracjg Sparki Kafka oraz stanem infrastruktury sprzetowej klastra Spark.

Podczas badania przeanalizowaliSmy wszystkie parametry Apache Spark, aby
wybrac te, ktére (zgodnie z dokumentacja) moga mie¢ wptyw na wydajnos¢ strumie-
nia danych. Nastepnie podczas oceny zidentyfikowaliSmy parametry, majace najwiek-

szy wplyw na wydajnos¢ przetwarzania danych.
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9.3.2. Ocena eksperymentu

Eksperyment zostal przeprowadzony przy statej predkosci danych podczas dane-
go testu. Z tego powodu utrzymaliSmy domyslng konfiguracje Spark dla parametrow:
maxOffsetsPerTrigger i minOffsetsPerTrigger, ktére w obu przypadkach byty ustawio-
ne na warto$¢ none. Wskaznikiem wydajnosci byla najnizsza latencja, ale braliSmy
réwniez pod uwage efektywne wykorzystanie zasobéw.

Skonfigurowali$my skrypt inicjalizacyjny, ktéry kontroluje czestotliwo$¢ zbiera-
nia log6éw. Nastepnie w aplikacji Spark ustawiliSmy parametr konfiguracyjny: spark.
sql.streaming.metricsEnabled na true, aby wigczy¢ gromadzenie logéw. Logi metryk
byty zapisywane w pieciosekundowych odstepach. Bioragc pod uwage wszystkie kom-
binacje scenariuszy, warianty predkosci transmisji i parametry, obliczylismy, ze caty
eksperyment trwat ponad 40 godzin.

Rysunek 9.3. Srednia latencja dla grupowania przy réznych ustawieniach parametru liczhy
partycji przetasowania danych

10

Srednia latencja w sekundach

0 2 4 8
Liczba wykonawcow w klastrze

Partycje przetasowania m 200 m 8

Zrédto: opracowanie wiasne.

Rysunek 9.3 przedstawia wyniki dla scenariuszy z grupowaniem z r6zna konfigu-
racjg parametru liczby partycji przetasowania danych (shuffle partitions): 200 (domysl-
nie) lub 8. Przetasowanie danych jest istotne dla transformacji takich jak grupowanie
ioznacza, ze uzyskanie ostatecznego wyniku wymaga przemieszania ich miedzy par-
tycjami Spark. Natomiast transformacje takie jak filtrowanie sg wykonywane bez prze-
tasowania danych, dlatego zmiana konfiguracji tego parametru nie wplywa na testy
z filtrowaniem. Wykres pokazuje znaczacy spadek latencji przy zmniejszonej liczbie
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partycji przetasowania danych. Spadki latencji stajg si¢ mniejsze wraz ze wzrostem
liczby wykonawcow w klastrze. Niemniej jednak najnizsza Srednia latencja wystepuje
dla klastra jednowezlowego przy ustawieniu oSmiu partycji przetasowania danych.
Dodatkowo poddalismy analizie wielko$¢ proby i odchylenie standardowe dla sce-
nariuszy przedstawionych na rysunku 9.3. Dane zebrane w tabeli 9.1 pokazuja rela-
tywnie duze licznosci préb, przy przewazajaco niskich odchyleniach standardowych.
Biorac pod uwage te analize, wykluczyliSmy z dalszych testow dane oparte na domysl-
nej konfiguracji liczby partycji przetasowania danych (200) ze wzgledu na wyzsze
odchylenie standardowe.

Tabela 9.1. Liczebno$é proh i odchylenie standardowe dla danych zaprezentowanych
na rysunku 9.3

Liczha wykonawcow Partycje przetasowania Liczebnos¢ proby Odchylenie standardowe
0 8 23 140
0 : 200 3463 366
2 8 2132 052
2 200 2046 225
4 8 2309 082
4 200 2066 191
8 8 2128 042
8 200 2104 084

Zrédlo: opracowanie wiasne.

Rysunek 9.4 przedstawia Srednig latencje dla obu transformacji danych w zalez-
nosci od liczby wykonawcéw w klastrze. Dla kazdej wielkosci klastra Srednia latencja
jest konsekwentnie nizsza przy wykonywaniu filtrowania w poréwnaniu z grupowa-
niem. Jest to zwigzane z dwoma czynnikami. Po pierwsze, grupowanie jest szeroka
transformacja i wymaga przetasowania danych. Po drugie, grupowanie jest rowniez
transformacjg z pamiecia stanu (stateful transformation), co oznacza, ze pomiedzy
kolejnymi wsadami danych przechowywany jestich stan w pamieci. Wykres wskazuje
réwniez, ze najlepsza Srednia latencja wystepuje dla klastra jednoweztowego przy gru-
powaniu oraz dla klastra jednoweztowego i klastra zdwoma wykonawcami przy fil-
trowaniu. Dla obu transformacji najwiekszy klaster ma najwyzsza Srednig latencje.

Rysunek 9.4 sugeruje réwniez, ze klaster jednoweztowy moze stanowi¢ wystarcza-
jaca infrastrukture dla testowanych scenariuszy. Aby potwierdzi¢ to zatozenie, potrzeb-
na jest bardziej szczegétowa analiza danych. Dlatego po analizie Sredniej latencji dla
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transformacji danych dla danej wielkosci klastra zbadaliSmy Srednig latencje dla kaz-
dego testu. Poszczegolne testy réznig sie od siebie na podstawie r6znych konfigura-
¢ji strumienia, takich jak rozmiar wsadu danych (batch size) lub liczba partycji Kafki.

Rysunek 9.4. Srednia latencja dla grupowania i filtrowania
4

Srednia latencja w sekundach
[p%]

0 2 4 8
Liczba wykonawcow w klastrze

Transformacja m Filtrowanie = Grupowanie

Zrodto: opracowanie wlasne.

152

Tabela 9.2. Najlepsza i najgorsza latencja dla kazdego scenariusza

Predkosé Najlepsza $rednia latencja Najgorsza $rednia latencja

Transformacja przeptywu | . grednialatencia _ rednia latencja

: danych liczba wykonawcow  wsekundach liczba wykonawcow © wsekundach
Fitowanie 600 4 172 8 1019
Filtrowanie 1200 2 181 4 416
Filtrowanie 1800 0 179 4 5,09
Filtowanie 3000 4 160 8 517
Grupowanie 600 4 234 2 42
Grupowanie 1200 4 2,66 4 3,51
Grupowanie 1800 0 259 4 389

: Grupowanie 3000 4 2,43 0 3,60

Zrédto: opracowanie wiasne.
Wyb6r najlepszych i najgorszych wynikéw dla kazdego scenariusza przedsta-

wiono w tabeli 9.2. Srednia latencja dla optymalnej konfiguracji waha sie od 1,5 do
2,7 sekundy, a dla najgorszej konfiguracji od 3,5 do nawet 10 sekund. Dla dw6ch
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z oSmiu scenariuszy (oba przy predkosci przeptywu danych 1800) klaster jednowe-
ztowy wykazuje najlepsza srednig latencje.

Dla pozostatych scenariuszy (dla predkosci 600, 12001 3000) przeanalizowaliSmy
najlepsza srednig latencje dla pojedynczego testu przeprowadzonego na klastrze jed-
nowezlowym, aby sprawdzi¢, jak dokona¢ jego poréwnania z klastrem, ktéry uzyskat
najlepsze rezultaty. Tabela 9.3 przedstawia poréwnanie najlepszej sredniej latencji dla
pojedynczego testu wykonanego na wygrywajacym klastrze z najlepszg $rednig laten-
cjadla pojedynczego testu przeprowadzonego na klastrze jednoweztowym - obydwa
dla tego samego scenariusza.

Ostatnia kolumna w tabeli 9.3 pokazuje r6znice miedzy srednia latencja najlep-
szego testu wykonanego na klastrze jednoweztowym a $rednig latencja testu przepro-
wadzonego na wygrywajacym klastrze. R6znica jest nieistotna dla potowy scenariuszy,
a dla pozostatych wynosi mniej niz 500 milisekund. W dalszym ciggu jest to zgod-
ne z naszym zalozeniem, aby unika¢ nadmiernego rozbudowywania infrastruktury.

Tabela 9.3. Najlepsza $rednia latencja dla klastra wygrywajacego oraz dla klastra jednoweztowego

; . Predko$¢ ) ; Najlepsza $rednia Najlepsza $rednia latencja .

i . Liczba ‘ . ‘ i Roznica

i Transformacja :  przeptywu . latencjaw sekundachdla : w sekundachdlaklastra : :
: : : wykonawcow . ‘ . : wsekundach :
: ¢ danych ¢ ¢ wygrywajacego Klastra jednoweztowego : :
Fitrowanie 600 4 172 196 V!
Fitrowanie 1200 2 181 187 006
iFiItrowanie 1800 0 179 nie dotyczy nie dotyczy
Fitrowanie 3000 4 160 193 03
Grupowanie 600 4 2,34 260 0%
Grupowanie 1200 4 2,66 267 oo
Grupowanie 1800 0 2,59 nie dotyczy nie dotyczy
Grupowanie 3000 4 243 248 0

Zrédto: opracowanie wiasne.

W kolejnym kroku poddali$my analizie rozktad danych dotyczacych latencji dla
kazdego testu. Rysunki 9.519.6 pokazuja rozktad latencji odpowiednio dla scenariu-
szy z filtrowaniem i grupowaniem. Kazdy rysunek obejmuje tylko te scenariusze, dla
ktorych klaster jednoweztowy nie osiggnat najlepszego rezultatu (scenariusze dla
predkosci: 600, 1200 i 3000 rekordéw na minute). Dla kazdej predkosci przeptywu
danych przedstawiono dwa wykresy pudetkowe. Wykres po lewej stronie przedstawia
rozktad danych dla testu przeprowadzonego na wygrywajacym klastrze, a po prawej—
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rozktad latencji dla testu przeprowadzonego na najlepiej skonfigurowanym klastrze
jednoweztowym. Znak ,x” oznacza Srednig latencje.

Testy przeprowadzone na klastrze jednoweztowym wykazuja szerszy rozktad
danych, co moze wskazywag, ze infrastruktura jest mniej stabilna. Jednak w przy-
padku scenariuszy z filtrowaniem 75% danych nadal oscyluje ponizej 2 sekund. Co
wiecej, w przypadku dwéch scenariuszy z grupowaniem trzeci kwartyl rozktadu jest
tylko nieznacznie wyzszy od tych dla wygrywajacych klastrow.

Rysunek 9.5. Rozktad danych najlepszej $redniej latencii dla filtrowania - zestawienie najlepszej
$redniej latenciji ogotem z najlepsza Srednia latencja dla klastra jednoweztowego
dla danej predkosci

Dla kazdej predkosci: po lewej - najlepsza latencja,
po prawej - najlepsza latencja dla klastra jednoweztowego

30
28
26
24
2,2
20
18
16
14
12

Srednia latencja w sekundach

194

m 600 rekordéw/min w1200 rekordow/min ~ m 3000 rekordow/min

Zrédto: opracowanie wiasne.

Rysunek 9.6. Rozkiad danych najlepszej $redniej latencii dla grupowania - zestawienie najlepszej
$redniej latenciji ogotem z najlepsza Srednia latencja dla klastra jednoweztowego
dla danej predkosci

Dla kazdej predkosci: po lewej - najlepsza latencja,
po prawej - najlepsza latencja dla klastra jednoweztowego
50

45
40
35
30
25
20
15

Srednia latencja w sekundach

m 600 rekordéw/min w1200 rekordéw/min ~ m 3000 rekordéw/min

Zrédto: opracowanie wiasne.
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Najgorszy wynik odnotowano dla scenariusza z grupowaniem i najnizszg predkoscig
przeptywu danych: trzeci kwartyl latencji zmienia sie z 2,45 do 2,84 sekundy. W przy-
padku, gdy stala wydajnos¢ nie jest priorytetem, wyniki klastra jednoweztowego moga
by¢ zadowalajace, a wybor mniejszego klastra moze okazac si¢ optacalng strategia.

Rysunki 9.719.8 przedstawiaja po cztery wykresy odpowiednio dla transformacji
filtrowania i grupowania. Kazdy z nich odpowiada innej predkosci przeptywu danych.
Z kolei kazdy stupek przedstawia Srednig latencje w zaleznoSci od wielkosci wsadu
danych po stronie konsumenta strumienia danych i liczby partycji Kafki. Wielko§¢é
wsadu danych (0,5 s, 1 s lub 2 s) wyzwala mikro-wsad w regularnych odstepach cza-
sowych i nastepuje przetwarzanie przyjetych danych we wsadzie. Ponadto po stronie
producenta strumienia danych ustawiliSmy liczbe partycji Kafki.

Rysunek 9.7. Srednia latencja dla filtrowania dla klastra jednoweztowego
600 1200

Srednia latencja (s)

1800 3000

Srednia latencja (s)

1 2 3 1 2 3
Liczba partycji Kafka Liczba partycji Kafka

Wsaddanych w05 m1 m 2

Zrédto: opracowanie wiasne.

Rysunek 9.7 wskazuje, ze w przypadku filtrowania latencja jest najnizsza, gdy stru-
mienie odczytuja dane z tematu Kafki z jedng partycja. Tendencja ta stopniowo male-
je przy wyzszych predko$ciach przeptywu danych. Przy predkosci 3000 rekordéw na
minute nie zaobserwowano znaczacych zmian w latencji w r6znych konfiguracjach.
Natomiast w przypadku scenariuszy z grupowaniem zmiany latencji nie sa tak spo6j-
ne pomiedzy réznymi predkosciami danych. Najwyrazniejszy trend jest widoczny
przy najwyzszej predkos$ci. Zmniejszenie liczby partycji Kafki i zmniejszenie rozmiaru
wsadu danych po stronie konsumenta prowadzi do spadku latencji. Pojedyncza zmia-

na ustawien moze zmniejszy¢ latencje nawet o 25%.
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Rysunek 9.8. Srednia latencja dla grupowania dla klastra jednoweztowego

600 1200

4
3
2
1
0

Srednia latencja (s)

1800 3000

Srednia latencja (s)
[== RO |G L I N

1 2 3 1 2 3
Liczba partycji Kafka Liczba partycji Kafka

Wsaddanych w05 m1 m 2

Zrodto: opracowanie wlasne.

Rysunek 9.9. Srednia latencja dla filtrowania dla klastra z 8

156 600 1200
z 1
£

1800 3000

10

Srednia latencja (s)
(]

1 2 3 1 2 3
Liczba partycji Kafka Liczba partyciji Kafka
Wsaddanych w05 m1 m 2

Zrédto: opracowanie wiasne.

Dodatkowo rysunek 9.9 przedstawia interesujaca obserwacje dla klastra z oSmioma
wykonawcami w scenariuszach z filtrowaniem. Wskazuje on, ze srednia latencja dla
strumieni danych o wielkosci wsadu danych co 500 milisekund oraz przy najnizszej
predkosci danych gwattownie wzrasta do 10 sekund. Odpowiednia mediana laten-
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cji wynosi 4 sekundy, ale wcigz jest dwa razy wyzsza niz mediana latencji dla innych
rozmiaré6w wsadu przy tej samej predkosci danych. Jest to najwyzsza Srednia latencja
zaobserwowana w badaniu. W przypadku rozdzielania mniejszej liczby rekordéw stru-
mieniowych na wigkszg liczbe wezléw moze pojawic si¢ znaczacy narzut operacyjny.

Podsumowanie

W niniejszym artykule opisano przetestowanie réznych scenariuszy przetwarza-
nia danych przy uzyciu r6znych ustawien konfiguracyjnych. Przede wszystkim wyniki
wskazuja, ze zmniejszenie liczby partycji przetasowania danych podczas grupowa-
nia moze znacznie poprawi¢ wydajnos¢ zapytan. Ponadto transformacje bez pamie-
ci stanu okazaty sie mniej czasochtonne niz transformacje z pamiecig stanu. Srednio
klaster zoSmioma wykonawcami wypadt najgorzej. W poszczegélnych testach klaster
jednowezlowy osiggnatl najnizsza Srednig latencje dla niektérych scenariuszy przy
optymalnej konfiguracji. Dla innych scenariuszy wykazano, ze srednia latencja jest
wyzsza maksymalnie o 330 milisekund od latencji dla wygrywajacego klastra. Te ana-
lizy wskazuja, ze wybor Izejszej infrastruktury moze by¢ optacalny, nawet jesli wiaze
sie to z wiekszymi wahaniami latencji. Biorac pod uwage wyniki dla klastra jednowe-
ztowego, zaleca si¢ rowniez zbadanie ré6znych wartosci zaréwno dla wielkosci wsadu
danych, jak i liczby partycji Kafki. Czynniki te moga wptywaé na latencje.

Wyniki badania majg na celu poméc projektantom architektury w podejmowa-
niu optymalnych decyzji. Dostarczajg wskazéwek dotyczacych wyboru odpowiedniej
wielkosci klastra Apache Spark i ustawien parametréw. Co wiecej, zapewniajg wglad
w mozliwe skutki réznych scenariuszy strumieniowania. Optymalizujac alokacje
zasobo6w i zadania przetwarzania w Apache Spark, organizacje mogg znaczaco zre-
dukowac zuzycie zasobédw obliczeniowych oraz czas potrzebny na wnioskowanie, co
prowadzi do obnizenia kosztéw operacyjnych. Ponadto Spark dostrojony pod katem
wydajnosci zapewnia elastyczno$¢ w tworzeniu i wdrazaniu modeli Al, wykorzystu-
jacych dane w czasie rzeczywistym.

Rozwazajac wyniki tego badania, nalezy wzig¢ pod uwage pewne ograniczenia.
Po pierwsze, w naszym badaniu uwzgledniliSmy dwa rodzaje transformacji: grupo-
wanie i filtrowanie. Inne transformacje, takie jak liczenie unikalnych wartosci czy
wykrywanie anomalii, z pewnoscig bytyby wartosciowe. Po drugie, skupiliSmy si¢
wylacznie na technologiach Apache Spark i Apache Kafka. Ciekawe bytoby poréwna-
nie tych technologii z innymi technologiami (np. systemami opartymi na chmurze).
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Kierunki dalszych badan wynikaja z ograniczeni tego badania. Uwzglednienie
bardziej ztozonych transformacji i analiz lub rozszerzenie zakresu analizowanych
technologii z pewno$cig zwickszyloby praktyczng wartos¢ badania.
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